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ABSTRACT. In this article, we investigate the local behaviors of the occupation measure $\mu$ of a class of real-valued Markov processes $\mathcal{M}$, defined via a SDE. This (random) measure describes the time spent in each set $A \subset \mathbb{R}$ by the sample paths of $\mathcal{M}$. We compute the multifractal spectrum of $\mu$, which turns out to be random, depending on the trajectory. This remarkable property is in sharp contrast with the results previously obtained on occupation measures of other processes (such as Lévy processes), since the multifractal spectrum is usually deterministic, almost surely. In addition, the shape of this multifractal spectrum is very original, reflecting the richness and variety of the local behaviors. The proof is based on new methods, which lead for instance to fine estimates on Hausdorff dimensions of certain jump configurations in Poisson point processes.

1. INTRODUCTION

The occupation measure of a $\mathbb{R}^d$-valued stochastic process $(X_t)_{t \geq 0}$ describes the time spent by $X$ in any borelian set $A \subset \mathbb{R}^d$. It is the natural measure supported on the range of the process $X$, and plays an important role in describing the different fractal dimensions of the range of $X$. Local regularity results for the occupation measure and its density when it exists (often called local times if $X$ is Markovian) yield considerable information about the path regularity of the process itself, see the survey article by Geman and Horowitz [14] on this subject.

We describe the local behaviors of this occupation measure via its multifractal analysis. Multifractal analysis is now identified as a fruitful approach to provide organized information on the fluctuation of the local regularity of functions and measures, see for instance [18, 13]. Its use in the study of pointwise regularity of stochastic processes and random measures has attracted much attention in recent years, e.g. (time changed) Lévy processes [17, 5, 11, 12, 2], stochastic differential equations with jumps [4, 28, 26], the branching measure on the boundary of a Galton-Watson tree [21, 22], local times of a continuous random tree [7, 3], SPDE [24, 23, 19], Brownian and stable occupation measure [15, 25, 20, 16, 10], amongst many other references.
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In this article, we obtain the almost-sure multifractal spectrum of the occupation measure of stable-like jump diffusions, which turns out to be random, depending on the trajectory. This remarkable property is in sharp contrast with the results previously obtained on occupation measures of other processes (such as Lévy processes), since the multifractal spectrum is usually deterministic, almost surely. In addition, the shape of this multifractal spectrum is very original, reflecting the richness and variety of the local behaviors. The proof is based on new methods, which lead for instance to fine estimates on Hausdorff dimensions of certain jump configurations in Poisson point processes.

We first introduce the class of processes we focus on.

**Definition 1.** Let \( \epsilon_0 > 0 \) and \( \beta : \mathbb{R} \to [\epsilon_0, 1 - \epsilon_0] \) be a nowhere constant non-decreasing, Lipschitz continuous map. The stable-like processes \( \mathcal{M} \) are pure jump Markov processes whose generator can be written as

\[
\mathcal{L} f(x) = \int_0^1 (f(x + u) - f(x)) \beta(x) u^{-\beta(x)} du.
\]

Introduced by Bass [6] in the late 80’s by solving a martingale problem, this class of processes has sample paths whose characteristics change as time passes, which is a relevant feature when modeling real data (e.g., financial, geographical data). Roughly speaking, the stable-like processes behave locally like a stable process, but the stability parameter evolves following the current position of the process, see [4] or [28] for an explanation from the tangent processes point of view.

Let \( \mathcal{M} = \{\mathcal{M}_t, t \in [0, 1]\} \) be a stable-like process associated with a given function \( x \mapsto \beta(x) \) as in Definition 1. Our purpose is to describe the local behaviors of the occupation measure of \( \mathcal{M} \) defined as

\[
\mu(A) = \int_0^1 1_A(\mathcal{M}_t) dt.
\]

It depicts how long \( \mathcal{M} \) stays in any Borel set \( A \subset \mathbb{R} \). We investigate the possible local dimensions for \( \mu \), as well as its multifractal spectrum. Let us recall these notions.

**Definition 2.** Let \( \nu \) be a positive measure on \( \mathbb{R} \), whose support is \( \text{Supp}(\nu) := \{x \in \mathbb{R} : \forall r > 0, \ \nu(B(x, r)) > 0\} \). The upper local dimension of \( \nu \) at the point \( x \in \text{Supp}(\nu) \) is defined by

\[
\overline{\dim}(\nu, x) = \limsup_{r \downarrow 0} \frac{\log \nu(B(x, r))}{\log r}.
\]

Similarly, the lower local dimension of \( \nu \) at \( x \) is

\[
\underline{\dim}(\nu, x) = \liminf_{r \downarrow 0} \frac{\log \nu(B(x, r))}{\log r}.
\]

When \( \overline{\dim}(\nu, x) \) and \( \underline{\dim}(\nu, x) \) coincide at \( x \), the common value is denoted by \( \dim(\nu, x) \), the local dimension of \( \nu \) at \( x \).
Our aim is to investigate two multifractal spectra of the occupation measure $\mu$ associated with stable-like processes, related to these local dimensions. Let $\dim_H$ stand for the Hausdorff dimension in $\mathbb{R}$, with the convention that $\dim_H(\emptyset) = -\infty$. The first multifractal spectrum (in space) is defined as follows.

**Definition 3.** Let $\mathcal{O}$ be an open set in $\mathbb{R}$, and $\nu$ a Borel measure on $\mathbb{R}$. Consider the level sets
\[
E_{\nu}(\mathcal{O}, h) = \{ x \in \mathcal{O} \cap \text{Supp}(\nu) : \dim(\nu, x) = h \},
\]
\[
E_{\nu}^c(\mathcal{O}, h) = \{ x \in \mathcal{O} \cap \text{Supp}(\nu) : \dim(\nu, x) = h \}.
\]

The upper and lower multifractal spectrum of $\nu$ are the mappings
\[
d_{\nu}(\mathcal{O}, \cdot) : h \mapsto \dim_H E_{\nu}(\mathcal{O}, h),
\]
\[
d_{\nu}^c(\mathcal{O}, \cdot) : h \mapsto \dim_H E_{\nu}^c(\mathcal{O}, h).
\]

The famous paper by Hu and Taylor [15] states that for every $\alpha$-stable subordinator $\mathcal{L}^\alpha$ whose occupation measure is denoted by $\mu^\alpha$, almost surely for all $x \in \text{Supp}(\mu^\alpha)$,

\[
(3) \quad \underline{\dim}(\mu^\alpha, x) = \alpha \quad \text{and} \quad \overline{\dim}(\mu^\alpha, x) \in [\alpha, 2\alpha].
\]

It is a classical result [9] that when $\alpha \in (0, 1)$, the image of any interval $I$ by $\mathcal{L}^\alpha$ has Hausdorff dimension $\alpha$, almost surely. This implies that the support of $\mu^\alpha$ has Hausdorff dimension $\alpha$, almost surely.

With all this in mind, the lower spectrum of $\mu^\alpha$ is trivial: for each open interval $\mathcal{O}$ intersecting $\text{Supp}(\mu)$, one has $d_{\mu^\alpha}(\mathcal{O}, h) = \begin{cases} \alpha & \text{when } h = \alpha, \\ -\infty & \text{when } h \neq \alpha. \end{cases}$

Hu and Taylor also prove that the upper spectrum is much more interesting (see Figure 1): Almost surely, for each open interval $\mathcal{O}$ that intersects $\text{Supp}(\mu^\alpha)$,

\[
(4) \quad \overline{d}_{\mu^\alpha}(\mathcal{O}, h) = g_\alpha(h) := \begin{cases} \alpha \left(\frac{2\alpha}{h} - 1\right) & \text{when } h \in [\alpha, 2\alpha], \\ -\infty & \text{otherwise.} \end{cases}
\]

Our first result gives the possible values for the local dimensions of the occupation measure $\mu$ associated with a stable-like process $\mathcal{M}$.
Theorem 1. Consider a stable-like process $\mathcal{M}$ associated to a non-decreasing mapping $\beta$, as in Definition 1, and the associated occupation measure $\mu$. With probability 1, for every $x \in \text{Supp}(\mu)$,
\[ \dim(\mu, x) = \beta(x) \quad \text{and} \quad \dim(\mu, x) \in [\beta(x), 2\beta(x)]. \]

Hence, the support of the lower spectrum $d_{\mu}$ is random, depending on the trajectory of $\mathcal{M}$.

The space lower multifractal spectrum is then quite easy to understand, since the level set $E_{\mu}(O, h)$ contains either one point or is empty, depending on whether $h$ belongs to the closure of the range of the index process $\{\beta(M_t) : M_t \in O\}$ or not. Theorem 1 indicates that the spectrum related to the upper local dimension $\dim(\mu, \cdot)$ should be more interesting. This is indeed the case, as resumed in Theorem 2. Set
\[ \hat{g}_{\alpha}(h) := \begin{cases} \alpha \left( \frac{2\alpha}{h} - 1 \right) & \text{when } h \in [\alpha, 2\alpha), \\ -\infty & \text{otherwise.} \end{cases} \]

Note that the only difference between $g$ and $\hat{g}$ is at the value $h = 2\alpha$.

Definition 4. For every monotone càdlàg function $\Upsilon : \mathbb{R}^+ \to \mathbb{R}$, we denote by $\text{S}(\Upsilon)$ the set of jumps of $\Upsilon$.

Theorem 2. Set the (at most countable) sets of real numbers
\[ E_1 = \{ \beta(M_t) : t \in S(M) \text{ and } \beta(M_t) \geq 2\beta(M_{t-}) \}, \]
\[ E_2 = \{ 2\beta(M_{t-}) : t \in S(M) \text{ and } \beta(M_t) \geq 2\beta(M_{t-}) \}, \]
\[ \mathcal{E} = E_1 \cup E_2. \]

With probability 1, for every non-trivial open interval $O \subset \mathbb{R}$, one has
\[ d_{\mu}(O, h) = \begin{cases} 0 & \text{if } h \in \{\beta(M_t) : M_t \in O\}, \\ -\infty & \text{otherwise}, \end{cases} \]
and for every $h \in \mathbb{R}^+ \setminus \mathcal{E}$,
\[ \overline{d}_{\mu}(O, h) = \sup \{ \hat{g}_{\alpha}(h) : \alpha \in \{\beta(M_t) : M_t \in O\} \}. \]

Remark 1. If the range of $\beta(\cdot)$ is included in, for example, $[1/2, 9/10]$, then the set of exceptional values $\mathcal{E} = \emptyset$ a.s.

First, one shall notice that both spectra are random, depending on the trajectory and on the interval $O$. In this sense, $d_{\mu}(O, \cdot)$ and $\overline{d}_{\mu}(O, \cdot)$ are inhomogeneous, contrarily to what happens for the occupation measure $\mu^\alpha$ of $\alpha$-stable subordinators (the spectra do not depend on $O$).

One shall interpret the space upper spectrum as the supremum of an infinite number of space multifractal spectra of "locally $\alpha$-stable processes" for all values $\alpha \in \{\beta(M_t) : M_t \in O\}$. This formula finds its origin in the fact that locally, $\mathcal{M}$ behaves around each continuous time $t$ as an $\alpha$-stable process with $\alpha = \beta(M_t)$. 


The allure of a typical space upper multifractal spectrum is depicted in Figure 2. This shape is very unusual in the literature.

First, observe that, since $\beta$ and $\mathcal{M}$ are increasing maps, when $t_0 \in S(\mathcal{M})$ is a jump time for $\mathcal{M}$, then the "local" index of $\mathcal{M}$ jumps at $t_0$ from $\beta(\mathcal{M}_{t_0-})$ to $\beta(\mathcal{M}_{t_0})$, and for $t \geq t_0$, the only possibility to have $\overline{d}_\mu(O, \mathcal{M}_t) = \beta(\mathcal{M}_{t_0})$ is when $t = t_0$. Similarly, when $t < t_0$, it is not possible to have $\overline{d}_\mu(O, \mathcal{M}_t) = 2\beta(\mathcal{M}_{t_0-})$.

In particular there may be a "hole" in the support of $\overline{d}_\mu(O, \cdot)$. Indeed, a quick analysis of the functions $g_\alpha(\cdot)$ shows that this happens when there is a time $t_0$ such that $\beta(\mathcal{M}_t) > 2\beta(\mathcal{M}_{t_0-})$, which occurs with positive probability for functions $\beta(\cdot)$ satisfying $2\varepsilon_0 < 1 - \varepsilon_0$.

All this explains the set of exceptional points $\mathcal{E}$ in Theorem 2. We deal with these exceptional points in the following theorem, whose statement is rather long but whose proof follows directly from a careful analysis of the previous results.

**Theorem 3.** With probability 1, for every non-trivial open interval $O \subset \mathbb{R}$, when $h \in \mathcal{E}$, three cases may occur.

1. $h = \beta(\mathcal{M}_t) > 2\beta(\mathcal{M}_{t-})$. If $\mathcal{M}_t \notin O$, $\overline{d}_\mu(O, h) = -\infty$, otherwise one has

$$
\overline{d}_\mu(O, h) = \begin{cases} 
0 & \text{if } \dim(\mu, \mathcal{M}_t) = h, \\
-\infty & \text{if } \dim(\mu, \mathcal{M}_t) > h.
\end{cases}
$$
(2) $h = 2\beta(M_{t-}) < \beta(M_t)$. If $M_{t-} \notin \mathcal{O}$, \( \overline{d}_\mu(O, h) = -\infty \), otherwise one has
\[
\overline{d}_\mu(O, h) = \begin{cases} 
0 & \text{if } \overline{\dim}(\mu, M_{t-}) = h, \\
-\infty & \text{if } \overline{\dim}(\mu, M_{t-}) < h.
\end{cases}
\]

(3) $h = \beta(M_t) = 2\beta(M_{t-})$. If \{\( M_t, M_{t-} \)\} \( \in \mathcal{O} \), one has
\[
\overline{d}_\mu(O, h) = \begin{cases} 
0 & \text{if } \overline{\dim}(\mu, M_{t-}) = h \\
-\infty & \text{if } \overline{\dim}(\mu, M_{t-}) < h.
\end{cases}
\]

If only one of $M_t$ and $M_{t-}$ belongs to $\mathcal{O}$ (say, $M_{t-}$), one has
\[
\overline{d}_\mu(O, h) = \begin{cases} 
0 & \text{if } \overline{\dim}(\mu, M_{t-}) = h \\
-\infty & \text{if } \overline{\dim}(\mu, M_{t-}) < h.
\end{cases}
\]

If neither $M_t$ nor $M_{t-}$ belongs to $\mathcal{O}$, one has $\overline{d}_\mu(O, h) = -\infty$.

It is also interesting to consider the time multifractal spectra related to $L^\alpha$ and $\mathcal{M}$, which describes the variation along time of the Hausdorff dimension of the set of times $t$ such that $\mu^\alpha$ (or $\mu$) has a local dimension $h$ at $x = L^\alpha_t$ (or $M_t$). By abuse of language, one says in this case that $\mu$ (or $\mu^\alpha$) has a dimension $h$ at $t$. For this let us introduce other level sets.

**Definition 5.** For every open set $O \subset [0, 1]$, set
\[
E^t_{\mu^\alpha}(O, h) = \{ t \in O : \overline{\dim}(\mu^\alpha, L^\alpha_t) = h \},
\]
\[
E^t_\mu(O, h) = \{ t \in O : \overline{\dim}(\mu, M_t) = h \},
\]
and the similar quantities for lower local dimensions $E^l_{\mu^\alpha}(O, h)$ and $E^l_\mu(O, h)$. The corresponding time multifractal spectra of $\mu^\alpha$ and $\mu$ are
\[
\overline{d}^t_{\mu^\alpha}(O, \cdot) : h \mapsto \dim_H E^t_{\mu^\alpha}(O, h),
\]
\[
\overline{d}^t_\mu(O, \cdot) : h \mapsto \dim_H E^t_\mu(O, h),
\]
and the similar quantities for lower local dimensions.

In the case of a stable subordinator, Hu and Taylor prove that a.s.,
\[
\overline{d}^t_\mu(O, h) = \frac{g_\alpha(h)}{\alpha} = \begin{cases} 
2\alpha/h - 1 & \text{when } h \in [\alpha, 2\alpha], \\
-\infty & \text{otherwise}.
\end{cases}
\]

This time upper multifractal spectrum is homogeneous, in the sense that it does not depend on the choice of $O$. In this article, we also compute the time multifractal spectra of $\mu$.

**Theorem 4.** Set the (at most countable) set of real numbers
\[
\mathcal{E}' = \{ \beta(M_t) : t \in S(\mathcal{M}) \text{ and } \beta(M_t) \geq 2\beta(M_{t-}) \}.
\]
Figure 3. Time upper multifractal spectrum of \( \mu \) on an open set \( O \). The spectrum (in thick) is obtained as the supremum of a random countable number of functions of the form \( \frac{g_{\alpha}(h)}{\alpha} \) (drawn using dotted graphs), for the values \( \alpha \in \beta(\mathcal{M}_t) \), \( t \in O \).

With probability 1, for every non-trivial open interval \( O \subset [0, 1] \),

\[
\overline{d}_\mu(O, h) = \begin{cases} 
0 & \text{if } h \in \{\beta(\mathcal{M}_t) : t \in O\}, \\
-\infty & \text{otherwise},
\end{cases}
\]

(9) and for every \( h \in E' \),

\[
\overline{d}_\mu(O, h) = \sup \left\{ \frac{\hat{g}_{\alpha}(h)}{\alpha} : \alpha \in \{\beta(\mathcal{M}_t) : t \in O\} \right\}.
\]

(10) The first part is trivial. Observe that there is a subtle difference between (9) and (6), since at each jump time \( t \) for \( \mathcal{M} \), there is no \( s \in \mathbb{R} \) such that \( \mathcal{M}_s = \mathcal{M}_{t-} \).

As for the space multifractal spectrum, there is some uncertainty about the value of \( \overline{d}_\mu^S(O, \mathcal{M}_t) \) at the jump times \( t \in \mathcal{S}(\mathcal{M}) \), which is dealt with in the following theorem.

**Theorem 5.** With probability 1, for every non-trivial open interval \( O \subset \mathbb{R} \), for every \( h \in \{\beta(\mathcal{M}_t) : t \in \mathcal{S}(\mathcal{M})\} \), writing \( h = \beta(\mathcal{M}_t) \), one has

\[
\overline{d}_\mu^S(O, h) = \frac{\overline{d}_\mu(O, h)}{\beta(\mathcal{M}_{t-})}.
\]

The correspondance between (4) and (8) follows from the fact that for every \( \alpha \)-stable subordinator, almost surely for each measurable set \( E \subset [0, 1] \),

\[
\dim_H(\mathcal{L}^\alpha(E)) = \alpha \cdot \dim_H(E).
\]

(11)
Up to a countable number of points, writing $O = (g, d)$, one has the equality
$L^a \left( E^\mu_{t, \alpha}(O, h) \right) = E^\mu_{\alpha} \left( (L^g_{\alpha}, L^d_{\alpha}), h \right)$. The method developed by Hu and Taylor consists first in proving (8), and then in applying (11) to get (4).

Following these lines, we start by proving Theorem 4. The original methods by Hu and Taylor do not extend here, and an alternative way to compute the time multifractal spectrum of $\mu$ is needed. For this, some scenario leading to the fact that $\mu$ has exactly an upper local dimension equal to $h$ at $x = M_t$ is identified. More precisely, it will be proved that $d_{\mu}(O, M_t) = h$ when $t$ is infinitely many times very closely surrounded by two "large" jump times for the Poisson point process involved in the construction of $M$. Using this property, we build in Section 6 a (random) Cantor set of such times $t$ with the suitable Hausdorff dimension. The difficulty lies in the fact that the expected Hausdorff dimension is random and depends on the interval we are working on.

Further, it is natural to look for a uniform dimension formula such as (11) for the stable-like jump diffusion process $M$. As is pointed out by Hu and Taylor [16] (see also page 94 of [8]), as long as the Laplace exponent of a general subordinator oscillates at infinity, i.e. it exhibits different power laws at infinity, one can never expect such an identity to hold. Nevertheless, using an argument based on coupling and time change, we find upper and lower dimension bounds for images of sets by stable-like processes. Theorem 6. Almost surely, for every measurable set $E \subset [0, 1]$, one has

\[ \dim_H M(E) \in \dim_H (E) \cdot \left[ \inf_{t \in E} \beta(M(t)), \sup_{t \in E} \beta(M(t-)) \right]. \]

Moreover, if the set $E$ satisfies that for every non-trivial subinterval $O \subset [0, 1]$, $\dim_H (E) = \dim_H (E \cap O)$, then

\[ \dim_H M(E) = \dim_H (E) \cdot \sup_{t \in E} \beta(M(t-)). \]

These results are fine enough for us to deduce Theorem 2 from Theorem 4, even when the stability parameter of these processes varies as time passes. Also, this theorem solves partially a question left open in [27].

Let us end this introduction with a proposition describing the typical behavior of the occupation measure $\mu$. We skip the proof since it can be deduced by adapting the arguments in the proof of our Theorem 7.

Proposition 1 (Typical Behavior). With probability 1, one has:

- for Lebesgue-almost every time $t \in [0, 1]$, $\dim(\mu, M_t) = \beta(M_t)$.
- for $\mu$-almost every point $x \in \mathbb{R}$, $\dim(\mu, x) = \beta(x)$.

The rest of this paper is organized as follows. We start by recalling basic properties of the stable-like processes in Section 2. The local dimensions of the occupation measure (Theorem 1) are studied in Section 3. The time spectrum (Theorems 4 and 5) is obtained in Section 4 using a general result.
(Theorem 7), whose proof is given in Sections 5 and 6. Finally, the space spectrum (Theorem 2) is dealt with in Section 7, together with the dimension of images of arbitrary sets by stable-like processes (Theorem 6).

2. Preliminaries

First of all, stable-like processes admit a Poisson representation which was regularly used to study path properties of such processes, see for instance [4, 28, 27]. Let us recall this representation and a coupling associated with it which will be useful for our purposes.

Let $N(dt, dz)$ be a Poisson measure on $\mathbb{R}^+ \times \mathbb{R}$ with intensity $dt \otimes dz/z^2$. Such a measure can be constructed from a Poisson point process which is the set of jumps of a Lévy process with triplet $(0, 0, dz/z^2)$, see for instance Chapter 2 of [1]. We denote $F_t = \sigma(N(A) : A \in \mathcal{B}([0, t] \times [0, +\infty)))$.

Recall the definition of a stable-like process and formula (1). The existence and uniqueness of such jump diffusion processes is classical and recalled in the next proposition. Observe that by the substitution $u = z^{1/\beta(x)}$ (for each fixed $x$), the generator of a stable-like process is rewritten as

$$\mathcal{L} f(x) = \int_0^1 \left( f(x + z^{1/\beta(x)}) - f(x) \right) \frac{dz}{z^2}. \tag{13}$$

**Proposition 2.** Let $N$ be as in the last paragraph.

1. There exists a unique càdlàg $(\mathcal{F}_t)_{t \in [0, 1]}$-adapted solution to

$$\mathcal{M}_t = \int_0^t \int_0^1 z^{1/\beta(u)} N(du, dz). \tag{14}$$

Furthermore, $\mathcal{M}$ is an increasing strong Markov process with generator $\mathcal{L}$ given by (13).

2. For every $\alpha \in (0, 1)$, we define

$$\mathcal{L}_t^\alpha = \int_0^t \int_0^1 z^{1/\alpha} N(du, dz). \tag{15}$$

Then for all $\alpha \in (0, 1)$, $\{\mathcal{L}_t^\alpha, t \in [0, 1]\}$ is an $\alpha$-stable subordinator whose jumps larger than 1 are truncated.

Classical arguments based on Gronwall inequality and Picard iteration yield the first item. For a proof, see Proposition 13 of [4] or Proposition 2.1-2.3 of [28] with some slight modifications. The second item is standard, see for instance Section 2.3 of [1].

**Remark 3.** Recall that $S(\Upsilon)$ is the set of jumps of a monotone càdlàg function $\Upsilon : [0, 1] \to \mathbb{R}^+$.

Observe that by construction, almost surely, the processes $\mathcal{M}$ and the family of Lévy processes $(\mathcal{L}_t^\alpha)_{\alpha \in (0, 1)}$ are purely discontinuous, increasing, with finite variation, and that they jump at the same times, i.e. $S(\mathcal{M}) = S(\mathcal{L}_t^\alpha)$. 


Next observation is key for the study of the local dimensions of $\mu$.

**Proposition 3.** Consider the process $\mathcal{M}$ and $\mathcal{L}^\alpha$ for all $\alpha \in (0,1)$ introduced in Proposition 2. Almost surely, for all $0 \leq s \leq t \leq 1$,

$$0 \leq \mathcal{L}^\beta_s(\mathcal{M}_s) - \mathcal{L}^\beta_t(\mathcal{M}_s) \leq \mathcal{M}_t - \mathcal{M}_s \leq \mathcal{L}^\beta_s(\mathcal{M}_t - \mathcal{M}_s) - \mathcal{L}^\beta_t(\mathcal{M}_t - \mathcal{M}_s).$$

This is intuitively true because we construct simultaneously $\mathcal{M}$ and $\mathcal{L}^\alpha$ such that they jump at the same times, and the jump size of $\mathcal{L}^\alpha$ is always larger than $\mathcal{L}^{\alpha'}$ whenever $\alpha > \alpha'$. See Proposition 14 of [4] for a proof.

### 3. Local dimensions of $\mu$: Proof of Theorem 1

Observe that almost surely, for all $\alpha \in \mathbb{Q} \cap (0,1)$, formula (3) is true. This, together with Proposition 3, leads to the local dimension of $\mu$.

**Proof of Theorem 1:** Three cases may occur:

1. $x = \mathcal{M}_t$ with $t$ a continuous time of $\mathcal{M}$. Due to the coupling in their construction (Proposition 2), almost surely, for every $\alpha$, the process $\mathcal{L}^\alpha$ is also continuous at $t$.

   By continuity, for arbitrary rational numbers $\alpha, \alpha' \in (0,1)$ satisfying $\alpha < \beta(\mathcal{M}_t) < \alpha'$, there exists a small $\delta > 0$ such that for all $s \in (t-\delta, t+\delta)$, $\alpha < \beta(\mathcal{M}_s) < \alpha'$. Using the occupation measure $\mu^\alpha$ of the process $\mathcal{L}^\alpha$, and applying Proposition 3 to $\mathcal{L}^\alpha$ and $\mathcal{L}^{\alpha'}$, one gets when $r$ is small

\begin{equation}
\mu^{\alpha'}((\mathcal{L}^\alpha_t - r, \mathcal{L}^{\alpha'}_t + r)) \leq \mu((\mathcal{M}_t - r, \mathcal{M}_t + r)) \leq \mu^{\alpha}((\mathcal{L}^\alpha_t - r, \mathcal{L}^{\alpha}_t + r))
\end{equation}

By formula (3) for the lower and upper local dimensions of $\mu^\alpha$, for all small $\varepsilon > 0$, almost surely, one has for $r$ small enough that

$$\alpha - \varepsilon \leq \frac{\log \mu^{\alpha}((\mathcal{L}^\alpha_t - r, \mathcal{L}^{\alpha}_t + r))}{\log(r)} \leq 2\alpha + \varepsilon,$$

and the same for $\alpha'$. Hence

$$\frac{\log \mu((\mathcal{M}_t - r, \mathcal{M}_t + r))}{\log(r)} \geq \frac{\log \mu^{\alpha}((\mathcal{L}^\alpha_t - r, \mathcal{L}^{\alpha}_t + r))}{\log(r)} \geq \alpha - \varepsilon.$$

and

$$\frac{\log \mu((\mathcal{M}_t - r, \mathcal{M}_t + r))}{\log(r)} \leq \frac{\log \mu^{\alpha'}((\mathcal{L}^{\alpha'}_t - r, \mathcal{L}^{\alpha'}_t + r))}{\log(r)} \leq 2\alpha' + \varepsilon.$$

Therefore, $\alpha - \varepsilon \leq \dim(\mu, x) \leq \dim(\mu, x) \leq 2\alpha' + \varepsilon$.

On the other hand, still by formula (3), $\dim(\mu^{\alpha'}, x) = \alpha'$, so there exists a sequence $(r_n)$ converging to 0 such that

$$\alpha' - \varepsilon \leq \frac{\log \mu^{\alpha'}((\mathcal{L}^{\alpha'}_t - r_n, \mathcal{L}^{\alpha'}_t + r_n))}{\log(r_n)} \leq \alpha' + \varepsilon,$$

so $\alpha - \varepsilon \leq \dim(\mu, x) \leq \alpha' + \varepsilon$. 


Letting $\varepsilon$ tend to zero and $\alpha$, $\alpha'$ tend to $\beta(\mathcal{M}_t)$ with rational values yields $\beta(\mathcal{M}_t) = \dim(\mu, x) \leq \overline{\dim}(\mu, x) \leq 2\beta(\mathcal{M}_t)$.

(2) $x = \mathcal{M}_t$ with $t$ a jump time for $\mathcal{M}$. Observe that in this case $\mu((x-r, x+r)) = \mu((\mathcal{M}_t, \mathcal{M}_t + r))$ for $r > 0$ small enough. For arbitrary rational numbers $\alpha < \beta(\mathcal{M}_t) < \alpha'$, the inequality (16) is straightforward using Proposition 3. We follow the same lines in the first case to obtain the desired result.

(3) $x = \mathcal{M}_{t-}$ with $t$ a jump time for $\mathcal{M}$. Now, $\mu((x-r, x+r)) = \mu((\mathcal{M}_{t-} - r, \mathcal{M}_{t-}))$ for $r > 0$ small. Then the proof goes like the previous items.

□

Let us end this Section with the proof of the easier part of Theorem 2: space lower multifractal spectrum of $\mu$.

Proof of Formula (6) of Theorem 2: As noticed in Remark 3, $t \mapsto \beta(\mathcal{M}_t)$ is increasing due to the monotonicity of $\mathcal{M}$ and $\beta$. Hence each level set of $t \mapsto \beta(\mathcal{M}_t)$ contains at most one point. This means that for each open interval $\mathcal{O}$ that intersects $\text{Supp}(\mu)$,

$$E_{\mu}(\mathcal{O}, h) = \{x \in \text{Supp}(\mu) \cap \mathcal{O} : \beta(x) = h\}$$

$$= \begin{cases} 
\{\beta(\mathcal{M}_t)\} & \text{if } h = \beta(\mathcal{M}_t) \text{ for some } t \in \mathcal{O}, \\
\{\beta(\mathcal{M}_{t-})\} & \text{if } h = \beta(\mathcal{M}_{t-}) \text{ for some } t \in \mathcal{O}, \\
\emptyset & \text{if } h \notin \{\beta(\mathcal{M}_t) : t \in \mathcal{O}\}, 
\end{cases}$$

which completes the proof. □

4. A general result to get the time spectrum (Theorems 4 and 5)

Let us present a general result, proved in Sections 5 and 6. This theorem gives the dimension of the random set of times $t$ where the local dimension mapping $s \mapsto \overline{\dim}(\mu, \mathcal{M}_s)$ coincides with a given function. The remarkable feature of this theorem is that it allows to determine these dimensions for all the monotone càdlàg function simultaneously, with probability one.

Theorem 7. For every non-increasing càdlàg function $\Upsilon : [0,1] \rightarrow [1,2]$ and every open interval $\mathcal{O} \subset [0,1]$, let us define $\Upsilon_{\min} = \inf_{u \in \mathcal{O}} \Upsilon(u)$ and the sets

$$E_{\mu}^d(\mathcal{O}, \Upsilon) = \{t \in \mathcal{O} : \overline{\dim}(\mu, \mathcal{M}_t) = \Upsilon(t)\beta(\mathcal{M}_t)\} ,$$

$$E_{\mu}^{t,\geq}(\mathcal{O}, \Upsilon) = \{t \in \mathcal{O} : \overline{\dim}(\mu, \mathcal{M}_t) \geq \Upsilon(t)\beta(\mathcal{M}_t)\} .$$

With probability 1, for every non-increasing càdlàg function $\Upsilon : [0,1] \rightarrow [1,2]$ and every open interval $\mathcal{O} \subset [0,1]$, we have

$$\dim_{\mathcal{H}} E_{\mu}^d(\mathcal{O}, \Upsilon) = \dim_{\mathcal{H}} E_{\mu}^{t,\geq}(\mathcal{O}, \Upsilon) = \dim_{\mathcal{H}} E_{\mu}^{t,\geq}(\mathcal{O}, \Upsilon_{\min}) = \frac{2}{\Upsilon_{\min}} - 1.$$
The notation $E^t_{\mu} (\mathcal{O}, \Upsilon_{\min})$ means that we consider the constant function
$\Upsilon \equiv \Upsilon_{\min}$.

4.1. **Proof for the time upper multifractal spectrum.** Let us explain why Theorems 1 and 7 together imply Theorems 4 and 5. One wants to prove formula (10), which can be rewritten as

\begin{equation}
\overline{d}_\mu (\mathcal{O}, h) = \sup \left\{ \frac{2\alpha}{h} - 1 \in [0, 1] : \alpha \in \{ \beta (\mathcal{M}_t) : t \in \mathcal{O} \} \right\}.
\end{equation}

One combines Theorem 1 and Theorem 7 with the family of functions
$\{ \Upsilon_h (t) = t/\beta (\mathcal{M}_t) : h \geq 0 \}$. With probability one, these functions are all càdlàg decreasing. Observe that for every open interval $\mathcal{O}$,

\begin{align*}
\dim_H E^t_{\mu} (\mathcal{O}, \Upsilon^h) &= \dim_H \left\{ t \in \mathcal{O} : \overline{\dim} (\mu, \mathcal{M}_t) = \Upsilon^h (t) \beta (\mathcal{M}_t) \right\} \\
&= \dim_H \left\{ t \in \mathcal{O} : \overline{\dim} (\mu, \mathcal{M}_t) = h \right\} \\
&= \overline{d}_\mu (\mathcal{O}, h).
\end{align*}

We prove now that formula (17) applied to the family $\{ \Upsilon^h : h \geq 0 \}$ implies formula (18). Several cases may occur according to the value of $h$.

- **If $\{1\} \not\subset \Upsilon^h (\mathcal{O})$:**
  
  (1) **First case:** For all $t \in \mathcal{O}$, $\Upsilon^h (t) > 1$.
  
  - If $\inf_{t \in \mathcal{O}} \Upsilon^h (t) \geq 2$, then for all $t \in \mathcal{O}$, $\Upsilon^h (t) > 2$. Theorem 1 entails $E^t_{\mu} (\mathcal{O}, \Upsilon^h) = \emptyset$. So $\overline{d}_\mu (\mathcal{O}, h) = \dim_H E^t_{\mu} (\mathcal{O}, \Upsilon^h) = -\infty$, which coincides with (18).
  
  - If $\inf_{t \in \mathcal{O}} \Upsilon^h (t) < 2$, consider the entrance time in $(1, 2)$ by $\Upsilon^h$
    
    $\tau = \inf \{ t \in \mathcal{O} : \Upsilon^h (t) < 2 \}$.
    
    By construction, $\forall t \in (\tau, \infty) \cap \mathcal{O}$, $\Upsilon^h (t) \in (1, 2)$. By Theorems 1 and 7, one gets
    
    \begin{align*}
    \overline{d}_\mu (\mathcal{O}, h) &= \overline{d}_\mu ((\tau, \infty) \cap \mathcal{O}, h) = \frac{2}{\inf_{t \in (\tau, \infty) \cap \mathcal{O}} \Upsilon^h (t)} - 1 \\
    &= \frac{2 \sup_{t \in (\tau, \infty) \cap \mathcal{O}} \beta (\mathcal{M}_t)}{h} - 1,
    \end{align*}
    
    which coincides with (18).
  
  (2) **Second case:** There exists $t \in \mathcal{O}$, such that $\Upsilon^h (t) < 1$. Define the passage time of $(-\infty, 1)$ by $\Upsilon^h$ as
    
    $\sigma = \inf \{ t \in \mathcal{O} : \Upsilon^h (t) < 1 \}$.
    
    - If $\sigma$ is the left endpoint of $\mathcal{O}$, then for all $t \in \mathcal{O}$, $\Upsilon^h (t) < 1$. Theorem 1 yields $E^t_{\mu} (\mathcal{O}, \Upsilon^h) = \emptyset$. Again, this gives $\overline{d}_\mu (\mathcal{O}, h) = -\infty$, which coincides with (18).
• If \( \sigma \) belongs to the open interval \( \mathcal{O} \), the proof goes along the same lines as in item 1. replacing \( \mathcal{O} \) by \((-\infty, \sigma) \cap \mathcal{O} \).

• If \( \{1\} \subset \Upsilon^h(\mathcal{O}) \): Let \( t_0 \in \mathcal{O} \) be the unique time such that \( \Upsilon^h(t_0) = 1 \), i.e. \( h = \beta(M_{t_0}) \). One distinguishes different cases according to the behavior of \( t \mapsto M_t \) at \( t_0 \).

1. If \( M \) is continuous at \( t_0 \): \( \beta(M) \) is also continuous at \( t_0 \). By definition, the entrance time \( \tau \) satisfies \( \tau < t_0 \). Theorem 7 entails

\[
\frac{2}{\inf_{t \in (\tau, t_0) \cap \mathcal{O}} \Upsilon^h(t)} - 1 = 1,
\]

which coincides with (18).

2. If \( t_0 \) is a jump time for \( M \) and \( \beta(M_{t_0-}) < h = \beta(M_{t_0}) < 2\beta(M_{t_0-}) \): Then, using that \( \Upsilon^h(t_0) = 1 \), one deduces that \( 0 < \Upsilon^h(t_0-) - \Upsilon^h(t_0) < 1 \), which implies \( \inf_{t \in (\tau, t_0) \cap \mathcal{O}} \Upsilon^h(t) < 2 \). The same computation as in item 1. with \( \mathcal{O} \) replaced by \((\tau, t_0) \cap \mathcal{O} \) yields formula (18).

3. If \( t_0 \) is a jump time for \( M \) and \( h = \beta(M_{t_0}) \geq 2\beta(M_{t_0-}) \): Then \( \Upsilon^h(t_0- \geq 2 \), thus \( \tau = t_0 \). One has

\[
E^t(\mathcal{O}, h) = \begin{cases} \{t_0\} & \text{if } \dim(\mu, M_{t_0}) = h, \\ \emptyset & \text{otherwise.} \end{cases}
\]

This last formula coincides with the one claimed by Theorem 5.

4.2. Reduction of the problem. Observing that we have the obvious inclusion \( E^t(\mathcal{O}, \Upsilon) \subset E^{t, h}_{\mu}(\mathcal{O}, \Upsilon) \subset E^{t, h}_{\mu}(\mathcal{O}, \Upsilon_{\min}) \), we proceed in two parts:

• first, in Section 5, we show that

\[
(19) \quad \dim_H E^{t, h}_{\mu}(\mathcal{O}, \Upsilon_{\min}) \leq \frac{2}{\Upsilon_{\min}} - 1
\]

simultaneously for all \( \Upsilon \) and \( \mathcal{O} \).

In order to get (19), it is equivalent to show that, almost surely, for each \( \gamma \in [1, 2] \) and open interval \((a, b) \subset [0, 1] \) with rational endpoints,

\[
\dim_H E^{t, h}_{\mu}((a, b), \gamma) \leq \frac{2}{\gamma} - 1.
\]

We will actually prove that for \( \gamma \in (1, 2) \), almost surely,

\[
(20) \quad \dim_H E^{t, h}_{\mu}((0, 1), \gamma) \leq \frac{2}{\gamma} - 1.
\]

The extension to arbitrary \( a, b \in [0, 1] \cap \mathbb{Q} \) and \( \gamma \in [1, 2] \) is straightforward.
second, in Section 6, we complete the result by proving that
\begin{equation}
\dim_H E^\mu_t(O, \Upsilon) \geq \frac{2}{\Upsilon_{\min}} - 1
\end{equation}
also simultaneously for all \( \Upsilon \) and \( O \), almost surely. It is also enough
to get the result for \( O = (0, 1) \).

5. Proof of Theorem 7 : upper bound

Our aim is to prove (20). For notational simplicity, we write \( E^\mu_t (0, 1) \). Let us first observe that the family of sets \( \{E(\gamma), \gamma \in [1, 2]\} \) is non-increasing with respect to \( \gamma \). Recall that \( \gamma \in (1, 2) \) throughout this section.

The strategy is to find a natural limsup set which covers \( E(\gamma) \). For this, we start by pointing out a property satisfied by all points in \( E(\gamma) \). Heuristically, it says that every \( t \in E(\gamma) \) is infinitely many times
surrounded very closely by two points which are large jumps of the Poisson
point process generating \( N \).

**Proposition 4.** With probability 1, the following holds: for every \( t \in E(\gamma) \) and every \( \varepsilon > 0 \) small, there exists an infinite number of integers \( n \geq 0 \) such
that \( N([t - 2^{-n}, t] \times [2^{-n}/(\gamma - \varepsilon), 1]) \geq 1 \).

**Proof** Let \( t \in E(\gamma) \). This implies that
\begin{equation}
\limsup_{r \to 0} \frac{\log \mu((M_t - r, M_t + r))}{\log r} \geq \gamma \cdot \beta(M_t).
\end{equation}
This equation is interpreted as the fact that the time spent by the process
\( M \) in the neighborhood of \( M_t \) cannot be too large. The most likely way for
\( \mu \) to behave like this is that \( M \) jumps into this small neighborhood of \( M_t \)
with a larger than normal jump, and quickly jumps out of that neighborhood
with another big jump. This heuristic idea is made explicit by the following
computations.

**Lemma 1.** Let \( 0 < \varepsilon < \gamma - 1 \). If \( t \in E(\gamma) \), then there exist infinitely many
integers \( n \) such that
\begin{equation}
|M_{t+2^{-n}} - M_t| \land |M_t - M_{t-2^{-n}}| \geq 2^{-n/(\gamma - \varepsilon)} \beta(M_t).
\end{equation}

**Proof** Let us prove that \( t \) satisfies
\begin{equation}
\limsup_{s \to 0^+} \frac{|M_{t+s} - M_t| \land |M_t - M_{t-s}|}{s^{1/(\gamma - \varepsilon)} \beta(M_t)} \geq 1.
\end{equation}
Assume first that \( M \) is continuous at \( t \). Assume toward contradiction
that for all \( s > 0 \) sufficiently small, \( |M_{t+s} - M_t| \leq s^{1/(\gamma - \varepsilon)} \beta(M_t) \) or
\( |M_t - M_{t-s}| \leq s^{1/(\gamma - \varepsilon)} \beta(M_t) \).

If \( |M_{t+s} - M_t| \leq s^{1/(\gamma - \varepsilon)} \beta(M_t) \), then setting \( r = M_{t+s} - M_t \),
\begin{equation}
\mu((M_t - r, M_t + r)) \geq \mu((M_t, M_t + r)) = s \geq r^{1/(\gamma - \varepsilon)} \beta(M_t).
\end{equation}
The same holds true when $|\mathcal{M}_t - \mathcal{M}_{t-s}| \leq s^{1/((\gamma - \varepsilon/5)\beta(\mathcal{M})})$. We have thus proved that (25) holds for every small $r$ by continuity of $\mathcal{M}$ at $t$, this contradicts (22).

When $t$ is a jump time for $\mathcal{M}$, the proof goes as above using the two obvious remarks: $\mu(\mathcal{M}_t - r, \mathcal{M}_t + r) = \mu(\mathcal{M}_t, \mathcal{M}_t + r)$ for all small $r > 0$, and $\mathcal{M}_t - \mathcal{M}_{t-s} > (\mathcal{M}_t - \mathcal{M}_{t-})/2$ which does not depend on $s$.

From (24) we deduce (23). □

Next technical lemma, proved in [28], shows that when (23) holds, there are necessarily at least two ”large” jumps around (and very close to) $t$. Let us recall this lemma, adapted to our context.

**Lemma 2 ([28]).** Let $\tilde{N}$ stand for the compensated Poisson measure associated with the Poisson measure $N$. There exists a constant $C$ such that for every $\delta > 1$, for all integers $n \geq 1$

$$
P \left( \sup_{0 \leq s \leq t \leq 1} \int_t^{t+2^{-n}} \int_0^{2^{-n}} z^\frac{1}{\beta(\mathcal{M}_u-1)} \tilde{N}(du, dz) \geq 6n^2 \right) \leq Ce^{-n}.
$$

**Remark 4.** The formula looks easier than the one in [28] because in our context $\mathcal{M}$ is increasing. When the function $\beta$ is constant, the term $2/n$ in the previous inequality disappears [2].

Recall formula (14) of $\mathcal{M}$. Last Lemma allows us to control not exactly the increments of $\mathcal{M}$, but the increments of the ”part of $\mathcal{M}$” constituted by the jumps of size less than $2^{-n}$. It essentially entails that these “restricted” increments over any interval of size less than $2^{-n}$ are uniformly controlled by $2^{-\frac{n}{\beta(\mathcal{M}_t+2^{-n}+\beta(\mathcal{M})+2/n)}}$ with large probability.

More precisely, Borel-Cantelli Lemma applied to Lemma 2 with $\delta = \gamma - \varepsilon$ yields that for all integers $n$ greater than some $n_{\gamma-\varepsilon}$,

$$
\left| \int_t^{t+2^{-n}} \int_0^{2^{-n}} z^\frac{1}{\beta(\mathcal{M}_u-1)} \tilde{N}(du, dz) \right| \leq 6n^2 \cdot 2^{-\frac{(\gamma-\varepsilon)(\beta(\mathcal{M}_t+2^{-n}+1)+2/n)}{\beta(\mathcal{M}_t+2^{-n}+1)}} \leq 2^{-\frac{(\gamma-\varepsilon)(\beta(\mathcal{M}_t+2^{-n}+1)+2/n)}{\beta(\mathcal{M}_t+2^{-n}+1)}}.
$$

On the other hand, for all integers $n$ greater than some other $n'_{\gamma-\varepsilon}$, a direct computation gives

$$
\int_t^{t+2^{-n}} \int_0^{2^{-n}} z^\frac{1}{\beta(\mathcal{M}_u-1)} du \frac{dz}{z^2} \leq C2^{-n} \cdot 2^{-\frac{n}{\gamma-\varepsilon}(\beta(\mathcal{M}_t+2^{-n}+1)-1)} \leq 2^{-\frac{(\gamma-\varepsilon)\beta(\mathcal{M}_t+2^{-n})}{\gamma-\varepsilon}}.
$$
Therefore, for all large \( n \),
\[
\int_t^{t+2^{-n}} \int_0^{2^{-n}} z^{1/\beta(Mt_{t+2^{-n}})} N(du,dz) \\
\leq \left| \int_t^{t+2^{-n}} \int_0^{2^{-n}} z^{1/\beta(Mt_{t+2^{-n}})} \tilde{N}(du,dz) \right| + \int_t^{t+2^{-n}} \int_0^{2^{-n}} z^{1/\beta(Mt_{t+2^{-n}})} du \frac{dz}{z^2}
\]
(26)
\[
\leq 2^{-\frac{(\gamma-\varepsilon/3)}{\beta(Mt_{t+2^{-n}}+1)}}.
\]

Similarly, one establishes that
\[
\int_t^{t-2^{-n}} \int_0^{2^{-n}} z^{1/\beta(Mt_{t-2^{-n}})} N(du,dz) \leq 2^{-\frac{(\gamma-\varepsilon/2)}{\beta(Mt_{t})}}.
\]

Let us introduce, for every integer \( n \geq 1 \), the process
\[
\tilde{M}_n = \int_0^t \int_0^{2^{-n}} z^{1/\beta(Mt_{t+2^{-n}})} N(du,dz),
\]
so that \( M_t = \tilde{M}_n + \int_0^t \int_0^{2^{-n}} z^{1/\beta(Mt_{t+2^{-n}})} N(du,dz) \).

A direct estimate shows that by right-continuity of \( M \), when \( n \) becomes large, one has
\[
3 \cdot 2^{-\frac{(\gamma-\varepsilon/3)}{\beta(Mt_{t+2^{-n}}+1)}} < 2^{-\frac{\varepsilon}{(\gamma-\varepsilon/2)\beta(Mt)}}.
\]

Recalling formula (14), the three inequalities (23), (26) and (27) imply that for an infinite number of integers \( n \)
(28)
\[
|\tilde{M}_{t+2^{-n}} - \tilde{M}_n| \land |\tilde{M}_n - \tilde{M}_{t-2^{-n}}| \geq 2^{-\frac{(\gamma-\varepsilon/3)}{\beta(Mt_{t+2^{-n}}+1)}} \geq 2^{-\frac{\varepsilon}{(\gamma-\varepsilon/2)\beta(Mt)}}.
\]

Since \( \tilde{M}_n \) (and \( M \)) are purely discontinuous and right continuous, this last inequality proves the existence of at least one time \( t_1^n \in (t - 2^{-n}, t] \) and another time \( t_2^n \in (t, t + 2^{-n}] \) such that \( \tilde{M}_n \) (and \( M \)) has a jump. The desired property on the Poisson measure \( N \) follows, and Proposition 4 is proved.

Further, in order to find an upper bound for the dimension of \( E(\gamma) \), one constructs a suitable covering of it. For \( n \in \mathbb{N}^* \) and \( k = 0, \ldots, 2^n - 1 \), set
\[
I_{n,k} = [k2^{-n}, (k + 1)2^{-n}) \quad \text{and} \quad \hat{I}_{n,k} = \bigcup_{\ell=k-1}^{k+1} I_{n,\ell}.
\]

One introduces the collection of sets
\[
E_n(\gamma, \varepsilon) = \left\{ \hat{I}_{n,k} : N \left( \hat{I}_{n,k} \times \left[ 2^{-\frac{n}{\gamma-\varepsilon}}, 1 \right] \right) \geq 2, \quad k = 0, \ldots, 2^n - 1 \right\},
\]
which is constituted by the intervals \( \hat{I}_{n,k} \) containing at least two jumps for \( N \) of size greater than \( 2^{-\frac{n}{1-\epsilon}} \). Finally, one considers the limsup set

\[
E(\gamma, \epsilon) = \limsup_{n \to +\infty} \bigcup_{\hat{I} \in E_n(\gamma, \epsilon)} \hat{I}.
\]

Proposition 4 states exactly that \( E(\gamma) \subset E(\gamma, \epsilon) \). So it is enough to find an upper bound for the Hausdorff dimension of \( E(\gamma, \epsilon) \). Next lemma estimates the number of intervals contained in \( E_n(\gamma, \epsilon) \).

Lemma 3. With probability 1, there exists a constant \( C \) such that for all \( n \geq 1 \),

\[
\#E_n(\gamma, \epsilon) \leq Cn^2 2^{n(\frac{2}{\gamma-\epsilon}-1)}.
\]

Proof For a fixed "enlarged" dyadic interval \( \hat{I}_{n,k} \), the inclusion \( \hat{I}_{n,k} \in E_n(\gamma, \epsilon) \) corresponds to the event that a Poisson random variable with parameter \( q_n = 3 \cdot 2^{-n} \cdot 2^{-n(2-\epsilon)} \) is larger than 2. Since \( q_n \to 0 \) exponentially fast, one has

\[
p_n := \mathbb{P}(\hat{I}_{n,k} \in E_n(\gamma, \epsilon)) = C_n 2^{-n(2-\frac{2}{\gamma-\epsilon})},
\]

where \( C_n \) is a constant depending on \( n \) which stays bounded away from 0 and infinity.

The events \( \{ \hat{I}_{n,3k} \in E_n(\gamma, \epsilon) \}_{k \geq 0} \) being independent, the random variable

\[
\# \{ k \in \{1, \ldots, \lfloor 2^n/3 \rfloor : \hat{I}_{n,3k} \in E_n(\gamma, \epsilon) \}
\]

is a Binomial random variable with parameters \( (\lfloor 2^n/3 \rfloor, p_n) \). An application of Markov inequality yields

\[
\mathbb{P}\left( \# \left\{ k : \hat{I}_{n,3k} \in E_n(\gamma, \epsilon) \right\} \geq n^2 \lfloor 2^n/3 \rfloor p_n \right) \leq n^{-2}.
\]

Further, Borel-Cantelli Lemma gives that almost surely, for \( n \) sufficiently large,

\[
\# \left\{ k : \hat{I}_{n,3k} \in E_n(\gamma, \epsilon) \right\} \leq n^2 \lfloor 2^n/3 \rfloor p_n.
\]

The same holds for \( \# \left\{ k : \hat{I}_{n,3k+1} \in E_n(\gamma, \epsilon) \right\} \) and \( \# \left\{ k : \hat{I}_{n,3k+2} \in E_n(\gamma, \epsilon) \right\} \). One concludes that for all \( n \in \mathbb{N} \) sufficiently large,

\[
\#E_n(\gamma, \epsilon) \leq 3n^2 \lfloor 2^n/3 \rfloor p_n,
\]

which proves the claim. \( \Box \)

Now we are in position to prove the upper bound for the Hausdorff dimension of \( E(\gamma) \).

Proof of (20) : Let \( n_0 \) be so large that the previous inequalities hold true for all integers \( n \geq n_0 \). Recalling (29), one knows that for every \( n_1 \geq n_0 \), the union \( \bigcup_{n \geq n_1} \bigcup_{\hat{I} \in E_n(\gamma, \epsilon)} \hat{I} \) forms a covering of \( E(\gamma, \epsilon) \), thus a covering of \( E(\gamma) \).
Let $s > \frac{2}{\gamma - \varepsilon} - 1$. Fix $\eta > 0$ and $n_1$ so large that all intervals $\hat{I} \in E_{n_1}(\gamma, \varepsilon)$ have a diameter less than $\eta$. Using the covering just above, one sees that the $s$-Hausdorff measure of $E(\gamma)$ is bounded above by

$$H^s_\eta(E(\gamma)) \leq \sum_{n \geq n_1} \sum_{\hat{I} \in E_{n}(\gamma, \varepsilon)} |\hat{I}|^s \leq \sum_{n \geq n_1} Cn^2 2^n(\frac{2}{\gamma - \varepsilon} - 1)|3 \cdot 2^{-n}|^s$$

which is a convergent series. Therefore, $H^s_\eta(E(\gamma)) = 0$ as $n_1$ can be chosen arbitrarily large. This leads to

$$H^s(E(\gamma)) = 0$$

for every $s > \frac{2}{\gamma - \varepsilon} - 1$. We have thus proved almost surely,

$$\dim_H(E(\gamma)) \leq \frac{2}{\gamma - \varepsilon} - 1.$$

Letting $\varepsilon \to 0$ yields the desired upper bound.

\[ \square \]

6. Proof of Theorem 7: lower bound

The aim of this section is to get that with probability one, (21) holds with $\mathcal{O} = (0, 1)$ for all non-increasing càdlàg function $\Upsilon : [0, 1] \to [1, 2]$.

Recalling the notations in Theorem 7, for simplicity, we write

$$F(\Upsilon) = E^\mu_\Upsilon((0, 1), \Upsilon).$$

Let $\varepsilon > 0$ and $0 < b < \varepsilon$ be fixed until the end of Section 6.7. We construct simultaneously for all $\Upsilon$ with $1 + 2\varepsilon \leq \Upsilon_{\min} \leq 2 - 2\varepsilon$ and $\varepsilon' > 0$, a random Cantor set $C(\Upsilon, \varepsilon') \subset F(\Upsilon)$ with Hausdorff dimension larger than $2/(\Upsilon_{\min} + \varepsilon') - 1$. The lower bound for the Hausdorff dimension of $F(\Upsilon)$ follows.

We explain how to extend the proof to the functions $\Upsilon$ satisfying $\Upsilon_{\min} \in [1, 2] \setminus [1 + 2\varepsilon, 2 - 2\varepsilon]$ in subsection 6.8.

6.1. The time scales, and some notations. We aim at constructing Cantor sets inside $F(\Upsilon)$. Recalling Proposition 4, some configurations for the jump points are key in this problem. More precisely, one knows that every point in $F(\Upsilon)$ is infinitely often located in the middle of two large jumps which are really close to each other. So the Cantor set we are going to construct will focus on these behaviors.

Let us define a (deterministic) sequence of rapidly decreasing positive real numbers. First,

$$\begin{cases}
\eta_{1,0} = 10^{-10}, \\
\eta_{1,\ell} = \eta_{1,\ell-1}^{1+\varepsilon} \quad \text{for } 1 \leq \ell \leq \ell_1 := \min\{\ell \geq 1 : \eta_{1,\ell} \leq e^{-\eta_{1,0}}\}.
\end{cases}$$

By induction one defines the sequence $\{\eta_{n,\ell} : n \in \mathbb{N}^*, 0 \leq \ell \leq \ell_n\}$ as

$$\begin{cases}
\eta_{n,0} = \eta_{n-1,\ell_{n-1}}, \\
\eta_{n,\ell} = \eta_{n,\ell-1}^{1+\varepsilon} \quad \text{for } 1 \leq \ell \leq \ell_n := \min\{\ell \geq 1 : \eta_{n,\ell} \leq e^{-\eta_{n,0}}\}.
\end{cases}$$
which are our time scales. One also sets
\[ \eta_{n,\ell+1} = \eta_{n+1,1} \]
\[ \eta_n = \eta_{n,0}. \]

The natural partition of \([0, 1]\) induced by this sequence is denoted by
\[ J_n,\ell = \left\{ J_{n,\ell,k} = [k_\eta_n, (k+1)/\eta_n) : k = 0, \ldots, \left\lfloor \frac{1}{\eta_n} \right\rfloor \right\}. \]

By convention, \( J_{n,\ell,-1} = \emptyset \).

One needs the enlarged intervals
\[ \hat{J}_{n,\ell,k} = \bigcup_{i=k-1}^{k+1} J_{n,\ell,i}. \]

6.2. Zero jump and double jumps configuration. Two types of jump configuration along the scales are of particular interest, since they are the key properties used to build relevant Cantor sets. Recall that the Poisson random measure \( N \) has intensity \( dt \otimes dz/z^2 \).

**Definition 6.** For any \( n \in \mathbb{N}^* \), \( 1 \leq \ell \leq \ell_n \) and \( \gamma \in [1 + 2\varepsilon, 2 - 2\varepsilon] \), define
\[ \mathcal{J}_{n,\ell}^z(\gamma) = \left\{ J_{n,\ell,k} \in \mathcal{J}_{n,\ell} : N \left( \hat{J}_{n,\ell,k} \times [n_1^{\gamma}, \frac{1}{n_1^{\gamma}}] \right) = 0 \right\} \]
\[ \mathcal{J}_{n,\ell}^d(\gamma) = \left\{ J_{n,\ell,k} \in \mathcal{J}_{n,\ell} : \begin{cases} N \left( J_{n,\ell,k-2} \times \left[ n_1^{\gamma}/2, n_1^{\gamma} \right] \right) = 1 \\ N \left( J_{n,\ell,k+2} \times \left[ n_1^{\gamma}/2, n_1^{\gamma} \right] \right) = 1 \end{cases} \right\}. \]

**Remark 5.** The superscript “z” refers to “zero jump” while “d” refers to “double jump”.

Let us start with straightforward observations:
- for \((n, \ell) \neq (n', \ell')\), the composition (number and position of the intervals) of \( \mathcal{J}_{n,\ell}^z(\gamma) \) and \( \mathcal{J}_{n',\ell'}^z(\gamma) \) are independent thanks to the Poissonian nature of the measure \( N \).
- The same holds true for the double jump configuration.
- Fixing \((n, \ell)\), for \(|k-k'| \geq 3\), the events \( J_{n,\ell,k} \in \mathcal{J}_{n,\ell}^z(\gamma) \) and \( J_{n,\ell,k'} \in \mathcal{J}_{n,\ell}^z(\gamma) \) are independent.
- The same holds for \( \mathcal{J}_{n,\ell}^d(\gamma) \) if one assumes that \(|k-k'| \geq 5\).
- For fixed \((n, \ell, k)\), the events \( J_{n,\ell,k} \in \mathcal{J}_{n,\ell}^z(\gamma) \) and \( J_{n,\ell,k} \in \mathcal{J}_{n,\ell}^d(\gamma) \) are independent.

Next probability estimate is fundamental in the sequel.

**Lemma 4.** For all \( n \in \mathbb{N}^* \), \( 1 \leq \ell \leq \ell_n \), \( \gamma \in [1 + 2\varepsilon, 2 - 2\varepsilon] \) and \( J \in \mathcal{J}_{n,\ell} \),
\[ p_{n,\ell,\gamma} = \mathbb{P} \left( J \in \mathcal{J}_{n,\ell}^z(\gamma) \right) = \exp \left( -c_{n,\ell,\gamma} \right) \]
\[ q_{n,\ell,\gamma} = \mathbb{P} \left( J \in \mathcal{J}_{n,\ell}^d(\gamma) \right) = c_{n,\ell,\gamma}^{2-\frac{2}{\gamma}} \]
where \( C_{n,\ell}, C'_{n,\ell} \) are constants uniformly (with respect to \( n, \ell \) and \( \gamma \)) bounded away from 0 and infinity.

**Proof** The value of \( p_{n,\ell,\gamma} \) corresponds the probability that a Poisson random variable with parameter \( p = 3\eta_{n,\ell} \left[ \eta_{n,\ell+1}^{1/\gamma} - \eta_{n,\ell}^{1/\gamma} \right] \) equals zero, thus \( p_{n,\ell,\gamma} = e^{-p} \). On the other hand, each condition in (31) relies on the probability that a Poisson variable with parameter \( q = \eta_{n,\ell}^{1-1/\gamma} \) equals one. Hence, by independence, \( q_{n,\ell,\gamma} = (e^{-q} \cdot q)^2 \). The result follows. \( \square \)

### 6.3. Random trees induced by the zero jump intervals and estimates of the number of their leaves.

In this section, one constructs for a fixed integer \( n \in \mathbb{N}^* \) a nested collection of intervals, indexed by \( 0 \leq \ell \leq \ell_n \). These intervals induce naturally a random tree with height \( \ell_n + 1 \).

One starts with any interval \( J_n \in \mathcal{J}_n = \mathcal{J}_{n,0} \), which is the root of the tree, denoted by \( T_{n,0} = \{J_n\} \). Define by induction, for \( 1 \leq \ell \leq \ell_n \),

\[
T_{n,\ell} = \{ J \in \mathcal{J}_{n,\ell} : J \in \mathcal{J}_{n,\ell}^{\circ}(\gamma) \text{ and } J \subset \tilde{J} \text{ for some } \tilde{J} \in T_{n,\ell-1} \}.
\]

One focuses on the \( J_n \)-rooted random tree \( T_{n,\gamma}(J_n) = (T_{n,0}, \ldots, T_{n,\ell_n}) \). The number of leaves of \( T_{n,\gamma}(J_n) \), denoted by \( |T_{n,\gamma}(J_n)| \), is the cardinality of \( T_{n,\ell_n} \).

**Fact:** Every point belonging to the intervals indexed by the leaves of the tree have the remarkable property that "they do not see" large jump points between the scales \( \eta_n \) and \( \eta_{n+1} \). This observation is made explicit in Lemma 9.

**Remark 6.** Observe that we dropped the index \( \gamma \) in the definition of \( T_{n,\ell} \) to ease the notations, since these sets will not re-appear in the following sections.

Our goal is to prove the following estimate on the number of leaves of \( T_{n,\gamma}(J_n) \).

**Proposition 5.** With probability one, for every integer \( n \) large, for every \( J_n \in \mathcal{J}_{n,0} \) and \( \gamma \in [1 + 2\varepsilon, 2 - 2\varepsilon] \),

\[
|T_{n,\gamma}(J_n)| \geq \frac{\eta_n}{2^{\eta_n+1}}.
\]

(34)

The estimate of \( |T_{n,\gamma}(J_n)| \) is divided into several short lemmas.

**Lemma 5.** For all \( n \in \mathbb{N}^* \), \( J_n \in \mathcal{J}_{n,0} \) and \( \gamma \in [1 + 2\varepsilon, 2 - 2\varepsilon] \), one has

\[
P \left( \#T_{n,1} \geq \left( 1 - \log(1/\eta_{n,0})^{-2} \right) \left[ \frac{\eta_{n,0}}{\eta_{n,1}} \right] p_{n,1,\gamma} \right) \geq 1 - 3 \exp \left( -\log(1/\eta_{n,0})^{-4} \left[ \frac{\eta_{n,0}}{3\eta_{n,1}} \right] p_{n,1,\gamma/2} \right)
\]
Proof For any \((n, \ell)\) and for \(i \in \{0, 1, 2\}\), set
\[
T^i_{n, \ell} = \{ J \in T_{n, \ell} : J = J_{n, \ell, 3k+i} \in \mathcal{J}_{n, \ell} : k \in \mathbb{N} \}.
\]

By independence (see the observations before Lemma 4), for each \(i \in \{0, 1, 2\}\), the number of vertices in \(T^i_{n, \ell}\) is a binomial random variable with parameter \((\lfloor \eta_{n,0}/(3\eta_{n,1}) \rfloor, p_{n,1,\gamma})\).

By Chernoff inequality, for every binomial random variable \(X\) with parameter \((n, p)\), for any \(\delta \in (0, 1)\), one has
\[
P(X \leq (1 - \delta)np) \leq \exp(-\delta^2 np/2).
\]
(35)
The result follows applying (35) with \(\delta = \log(1/\eta_{n,0})^{-2}\) for every \(i\). \(\square\)

**Lemma 6.** Set \(a(n, \ell) = (1 - \log(1/\eta_{n,0}))^{-2} \frac{\eta_{n,0,\ell-1}}{\eta_{n,0}} p_{n,1,\gamma}\).

For all \(n \in \mathbb{N}^*\), \(J_n \in \mathcal{J}_{n,0}\), \(\gamma \in [1 - 2\varepsilon, 2 - 2\varepsilon]\) and \(2 \leq \ell \leq \ell_n\), a.s.
\[
P(\#T_{n, \ell} \geq a(n, \ell) \#T_{n, \ell-1})
\geq 1 - 3 \exp\left(-\log(1/\eta_{n,0})^{-4} \left(\frac{\eta_{n,0,\ell-1}}{3\eta_{n,0}}\right) p_{n,1,\gamma}/2\right).
\]
Proof Using again the remarks before Lemma 4, for every \(i \in \{0, 1, 2\}\), the law of the random variable \(\#T^i_{n, \ell}\) conditioning on \(\#T_{n, \ell-1}\) is binomial with parameter \((\#T_{n, \ell-1} \left[\frac{\eta_{n,0,\ell-1}}{3\eta_{n,0}}\right], p_{n,1,\gamma})\). Applying (35) gives the estimate. \(\square\)

**Lemma 7.** Set
\[
b(n, \ell) = 1 - 3 \exp\left[-\frac{\log(1/\eta_{n,0})^{-4}}{6(1 - \log(1/\eta_{n,0})^{-2})} \prod_{k=1}^\ell a(n, k)\right].
\]
For all \(n \in \mathbb{N}^*\), \(J_n \in \mathcal{J}_{n,0}\) and \(\gamma \in [1 - 2\varepsilon, 2 - 2\varepsilon]\), one has
\[
P\left(|\mathbb{T}_{n, \gamma}(J_n)| \geq \prod_{\ell=1}^{\ell_n} a(n, \ell) \right) \geq \prod_{\ell=1}^{\ell_n} b(n, \ell).
\]
Proof One has
\[
P\left(|\mathbb{T}_{n, \gamma}(J_n)| \geq \prod_{\ell=1}^{\ell_n} a(n, \ell) \right)
\geq P\left(|\mathbb{T}_{n, \gamma}(J_n)| \geq \prod_{\ell=1}^{\ell_n} a(n, \ell), \ #T_{n, \ell_n-1} \geq \prod_{\ell=1}^{\ell_n-1} a(n, \ell) \right)
\geq P\left(|\mathbb{T}_{n, \gamma}(J_n)| \geq a(n, \ell_n) \#T_{n, \ell_n-1}, \ #T_{n, \ell_n-1} \geq \prod_{\ell=1}^{\ell_n-1} a(n, \ell) \right).
\]
Conditioning on \( \#T_{n,\ell_{n}} \), and using Lemma 6 with \( \ell = \ell_{n} \), this probability is greater than

\[
\mathbb{E} \left[ \mathbb{E} \left[ 1 - 3 \exp \left( - \frac{1}{4} \#T_{n,\ell_{n}} \right) \frac{n_{\ell_{n}}}{3 \eta_{n,\ell_{n}}} \left| \#T_{n,\ell_{n}} \right| \right] \left|ight. \right. \left. \mathbb{E} \left[ 1 - 3 \exp \left( - \frac{2}{6} \#T_{n,\ell_{n}} \right) a(n, \ell_{n}) \right] \left| \#T_{n,\ell_{n}} \right| \right]
\]
\[
\geq \mathbb{E} \left[ 1 - 3 \exp \left( - \frac{2}{6} \#T_{n,\ell_{n}} \right) a(n, \ell_{n}) \right] \left| \#T_{n,\ell_{n}} \right|
\]
\[
\geq b(n, \ell_{n}) \mathbb{P} \left( \#T_{n,\ell_{n}} \geq \prod_{\ell=1}^{\ell_{n}} a(n, \ell) \right)
\]

Iterating this computation yields the desired inequality. \( \square \)

We are now in position to prove Proposition 5.

**Proof** We are going to prove the following lemma:

**Lemma 8.** For some constant \( c_{1} \), for all \( n \in \mathbb{N}^{*} \) large enough, for every \( J_{n} \in \mathcal{J}_{n,0} \) and \( \gamma \in \left[ 1 + 2 \varepsilon, 2 - 2 \varepsilon \right] \), one has

\[
\mathbb{P} \left( |T_{n,\gamma}(J_{n})| \geq \left| \frac{n_{1}}{2n_{n+1}} \right| \right) \geq \exp \left( -c_{1} \exp \left( -\eta_{n}^{-\varepsilon/2} \right) \right).
\]

**Proof** One combines the estimates in Lemma 4 and Lemma 7. Let us first estimate \( \prod_{\ell=1}^{\ell_{n}} a(n, \ell) \) for \( 2 \leq \ell' \leq \ell_{n} \). Observe that for large \( n \), one has

\[
\ell_{n} = \log \left( \frac{\log(1/\eta_{n,\ell_{n}})}{\log(1/\eta_{n,0})} \right) \leq \log(1 + \varepsilon) \leq \log \log(1/\eta_{n,\ell_{n}}) / \log(1 + \varepsilon)
\]
\[
\leq \log \left( \frac{1 + \varepsilon}{\eta_{n,0}} \right) \leq 2 \log(1/\eta_{n,0}).
\]

Thus for \( n \) large enough,

\[
\prod_{\ell=1}^{\ell'} \left( 1 - \log(1/\eta_{n,\ell-1})^{-2} \right) = \exp \left( \sum_{\ell=1}^{\ell'} \log \left( 1 - \log(1/\eta_{n,\ell-1})^{-2} \right) \right) \geq \exp \left( -2 \sum_{\ell=1}^{\ell'} \log(1/\eta_{n,\ell-1})^{-2} \right)
\]
\[
\geq \exp \left( -2 \ell' \log(1/\eta_{n,0})^{-2} \right) \geq \exp \left( -4 \log(1/\eta_{n,0})^{-1} \right) \geq 1/\sqrt{2}.
\]

Using the rapid decay of \( (\eta_{n,\ell}) \) to zero and the uniform boundedness of \( C_{n,\ell} \), one can find a constant \( c_{0} > 0 \) such that for all \( n \) large enough,

\[
\prod_{\ell=1}^{\ell'} p_{n,\ell,\gamma} = \exp \left( -\sum_{\ell=1}^{\ell'} C_{n,\ell} \eta_{n,\ell}^{1-\gamma} \right) \geq \exp \left( -c_{0} \eta_{n,1}^{1-\gamma} \right) \geq 1/\sqrt{2}.
\]
Combing (37) and (38), one concludes that for all large \( n \)
\[
\prod_{\ell=1}^{\ell_n} a(n, \ell) \geq \left[ \frac{\eta_{n,0}}{2\eta_{n,\ell}} \right]^{\epsilon}, \quad \text{and in particular,} \quad \prod_{\ell=1}^{\ell_n} a(n, \ell) \geq \left[ \frac{\eta_n}{2\eta_{n+1}} \right]^{\epsilon}.
\]

Now we estimate the other product \( \prod_{\ell=1}^{\ell_n} b(n, \ell) \). Using (37), (38) and (39), there exists a constant \( c_1 > 0 \) such that for every large \( n \)
\[
\prod_{\ell=1}^{\ell_n} b(n, \ell) \geq \prod_{\ell=1}^{\ell_n} \left\{ 1 - 3 \exp \left( -\frac{\log(1/\eta_{n,\ell-1})^4}{12} \left[ \frac{\eta_{n,0}}{\eta_{n,\ell}} \right] \right) \right\}
\geq \exp \left\{ -6 \sum_{\ell=1}^{\ell_n} \exp \left( -\frac{\log(1/\eta_{n,\ell-1})^4}{12} \left[ \frac{\eta_{n,0}}{\eta_{n,\ell}} \right] \right) \right\}
\geq \exp \left\{ -c_1 \exp \left( -\frac{\log(1/\eta_{n,0})^4}{12} \left[ \frac{\eta_{n,0}}{\eta_{n,1}} \right] \right) \right\}
\geq \exp \left( -c_1 \exp \left( -\eta_n^{-\epsilon/2} \right) \right) = \exp \left( -c_1 \exp \left( -\eta_n^{-\epsilon/2} \right) \right).
\]

where the fast decay rate of \( (\eta_n, \ell) \) to zero has been used for the third inequality.

These last equations prove exactly (36). 

Finally, to prove Proposition 5, since the cardinality of \( \mathcal{J}_n \) is less than \( \eta_n^{-1} \),
\[
\mathbb{P} \left( \exists J_n \in \mathcal{J}_n : |\mathcal{T}_{n,\gamma}(J_n)| < \left[ \frac{\eta_n}{2\eta_{n+1}} \right] \leq \eta_n^{-1} \left( 1 - \exp \left( -c_1 \exp \left( -\eta_n^{-\epsilon/2} \right) \right) \right) \right).
\]

Using the fast decay of \( \eta_n \) to zero, this is the general term of a convergent series, and the Borel-Cantelli lemma gives the result.

\textbf{Remark 7.} Essentially, one needs to keep in mind that the number of leaves of the random tree \( \mathcal{T}_{n,\gamma}(J_n) \) is the total number of intervals of \( \mathcal{J}_{n+1} \) inside \( \mathcal{J}_n \), up to a constant factor \( 1/2 \).

One finishes this section by proving that every point belonging to a leaf of \( \mathcal{T}_{n,\gamma}(J) \) "is not close" to large jumps.

\textbf{Lemma 9.} Let \( J \in \mathcal{J}_n \) and \( r \in [\eta_{n+1}, \eta_n) \). Assume that \( \mathcal{T}_{n,\gamma}(J) \) is not empty. Then for each \( t \in \mathcal{T}_{n,\gamma}(J) \),
\[
N(B(t, r) \times [r^{1/\mathcal{T}_{n,\gamma}(t)}^{1/\mathcal{T}_{n,\gamma}(0(t)), \eta_n^{1/\mathcal{T}_{n,\gamma}(0(t))}}] = 0.
\]

\textbf{Proof} For each \( t \in \mathcal{T}_{n,\gamma}(J) \), denote by \( J_{n,\ell}(t) \) the unique interval such that \( t \in J_{n,\ell}(t) \) for all \( 0 \leq \ell \leq \ell_n \). Denote by \( \ell_0 \) the unique integer such that \( n_{\ell_0+1} \leq r < n_{\ell_0} \). By construction of the random tree \( \mathcal{T}_{n,\gamma}(J) \), one has
\[
N(B(t, r) \times [r^{1/\mathcal{T}_{n,\gamma}(0)}^{1/\mathcal{T}_{n,\gamma}(0(t)), \eta_n^{1/\mathcal{T}_{n,\gamma}(0(t))}}] \leq N(J_{n,\ell_0}(t) \times [\eta_{n,\ell_0+1}^{1/\mathcal{T}_{n,\gamma}(0(t))}, \eta_{n,\ell_0}^{1/\mathcal{T}_{n,\gamma}(0(t))}]) = 0.
\]
Further, all ancestor interval of $J_{n,0}(t)$ has no large jumps around, in particular,

$$N(\tilde{J}_{n,0}(t) \times \left[ \eta_{n,0}^{1/Y_{n,0}^a(t)}, \eta_{n,0}^{1/Y_{n,0}^a(t)} \right]) = 0$$

Combining these estimates yields the result. \hfill \square

6.4. **Double jumps configuration around the leaves, and key lemma.**

In the previous section, we have seen that the ”zero jump” configuration is quite frequent. The aim here is to estimate the number of intervals with ”double jumps” amongst the leaves of the trees. To this end, we introduce further some notations. Set

$$M_n(\gamma) = \frac{1}{\eta_{n+1}^{\alpha-2/(\alpha+3-2^{-n-1})}} \eta_{n+1}^3.$$ 

**Definition 7.** Let $J_0 \in J_{n,0}$ and $T_{n,\gamma}(J_0)$ be the random tree defined in last subsection. Consider its leaves that we denote \{\(J'_{i}\)\}_{i=1,...,|T_{n,\gamma}(J_0)|}, which are intervals of length $\eta_{n+1}$.

The families \(\{F(J_0,\gamma,m)\}_{m=1,...,\lfloor M_n(\gamma)/2 \rfloor}\) are defined as the following disjoint subfamilies of \(\{J'_{i}\}_{i=1,...,|T_{n,\gamma}(J_0)|}\):

$$F(J_0,\gamma,m) = \left\{ J'_{5k+2m\left\lfloor \frac{|T_{n,\gamma}(J_0)|}{M_n(\gamma)} \right\rfloor} : k \in \left\{ 0, \ldots, \left\lfloor \frac{|T_{n,\gamma}(J_0)|}{5M_n(\gamma)} \right\rfloor \right\} \right\}.$$ 

Hence, two families $F(J_0,\gamma,m)$ and $F(J_0,\gamma,m')$ are disjoint and separated by a distance equivalent to $\left\lfloor \frac{|T_{n,\gamma}(J_0)|}{M_n(\gamma)} \right\rfloor \eta_{n+1}$, and the intervals belonging to the same $F(J_0,\gamma,m)$ are separated by the distance at least $4\eta_{n+1}$.

Finally, denote by

$$D_n = \{ k2^{-n} : k \in \mathbb{Z}, n \in \mathbb{N}^* \}$$

the $n$-th generation dyadic numbers. One is ready to prove the key lemma.

**Lemma 10.** The following holds with probability 1: there exists a (random) integer $n_0$ such that for all $n \geq n_0$, for every $J \in J_n$, every $\gamma \in D_n \cap [1+2\varepsilon, 2-2\varepsilon]$, every $a \in \{0,1,2,3\}$, each family \(\{F(J,\gamma,m)\}_{m=1,...,\lfloor M_n(\gamma)/2 \rfloor}\) contains at least one interval belonging to $J_{n+1}^d(\gamma + a \cdot 2^{-(n+1)})$.

Remark that the intervals belonging to $F(J,\gamma,m)$ come also from the tree $T_{n,\gamma}(J)$ associated with $J$, so they also enjoy the ”zero jump” property.

**Proof** Fix a positive integer, $J \in J_n$, $\gamma \in D_n \cap [1+2\varepsilon, 2-2\varepsilon]$, $a \in \{0,1,2,3\}$.

Recall that $J_n = J_{n,0}$ and $J_{n+1} = J_{n,\ell_n}$ with the notations of the previous sections.
By Lemma 4 and the observations made before this Lemma, there exists a positive finite constant $c_2$ such that for all $n$ large
\[
P \left( \exists m, \forall J' \in \mathcal{F}(J, \gamma + a2^{-n-1}, m), J' \notin \mathcal{F}^d_{n+1}(\gamma + a2^{-n-1}) \right)
\leq \frac{M_n(\gamma)}{2} \left( 1 - q_{n,\ell_n,\gamma+a2^{-n-1}} \right)^{\frac{1}{\eta_n(\gamma)}} \eta_n \leq \frac{\eta_n}{2\eta_{n+1}}
\leq 1 - \frac{\eta_n}{2\eta_{n+1}}
\leq 1 - \exp \left( -c_1 \exp (-\eta_n^{-\varepsilon/2}) \right) \leq 2c_1 \exp (-\eta_n^{-\varepsilon/2}).
\]
Thus, $\mathbb{P} \left( \exists m, \forall J' \in \mathcal{F}(J, \gamma, m), J' \notin \mathcal{F}^d_{n+1}(\gamma + a2^{-n-1}) \right) \leq 2\eta_n^3$. One deduces that
\[
P(\exists J \in \mathcal{J}_n, \exists m, \forall J' \in \mathcal{F}(J, \gamma, m), J' \notin \mathcal{F}^d_{n+1}(\gamma + a2^{-n-1}))
\leq \eta_n^{-1} \cdot 2\eta_n^3 = 2\eta_n^2.
\]
There are less than $2^n$ possible choices for $\gamma$, and $4$ choices for $a$. Hence,
\[
P(\exists \gamma, \exists a, \exists J \in \mathcal{J}_n, \exists m, \forall J' \in \mathcal{F}(J, \gamma, m), J' \notin \mathcal{F}^d_{n+1}(\gamma + a2^{-n-1}))
\leq 2^{n+3}\eta_n^2,
\]
which is the general term of a convergent series. An application of Borel-Cantelli Lemma entails the result.

6.5. Construction of the Cantor sets. We are ready to construct the families of Cantor sets $\{C(\Upsilon, \varepsilon')\}$ associated with càdlàg non-increasing functions $\Upsilon : [0, 1] \rightarrow [1 + 2\varepsilon, 2 - 2\varepsilon]$, where $\varepsilon'$ is any positive rational parameter. These sets are constituted by points which only see those double jump configurations studied before, and their Hausdorff dimension satisfies $\dim_H C(\Upsilon, \varepsilon') \geq \frac{2}{\eta_{\min} + 2\varepsilon' - 1}$.

**Step 1 (localization).** For each $\Upsilon$ as above and $\varepsilon' > 0$, there exist $t_{\varepsilon'} \in (0, 1), r_{\varepsilon'} > 0$ such that $\forall t \in [t_{\varepsilon'} - r_{\varepsilon'}, t_{\varepsilon'} + r_{\varepsilon'}]$, we have $\Upsilon(t) < \Upsilon_{\min} + \varepsilon'$. 


Let $n_0$ be the random integer obtained in Lemma 10. We assume that $n_0$ is so large that the conclusions (34) of Proposition 5 hold, and also that

$$2\varepsilon'/n_0 > K_\sF \cdot 2^{n_0}, \quad \text{where} \quad K_\sF = |\sF(1) - \sF(0)| < +\infty.$$  

For every interval $J$, let $\Osc_{\sF}(J) = \sup_{t \in J} \sF(t) - \inf_{t \in J} \sF(t)$ be the oscillation of $\sF$ over $J$. By the monotonicity of $\sF$, for each $n \geq n_0$ one has

$$\#\{J \in \sJ_n : J \subset [t_{2^n} - r_{2^n}, t_{2^n} + r_{2^n}] \text{ and } \Osc_{\sF}(J) \geq 2^{-n}\} \leq K_\sF \cdot 2^n$$

Step 2 (Initialization of the Cantor set). One chooses arbitrarily one interval $J_{n_0} \in \sJ_{n_0}$ contained in $[t_{2^n_{n_0}} - r_{2^n_{n_0}}, t_{2^n_{n_0}} + r_{2^n_{n_0}}]$ such that

$$(41) \quad \Osc_{\sF}(J_{n_0}) < 2^{-n_0}.$$  

Set the generation "zero" of the Cantor set as $C_{n_0}(\sF, \varepsilon') = J_{n_0}$.

Simultaneously, we build a measure $\nu_{n_0}$ by setting $\nu_{n_0}(J_{n_0}) = 1$, and $\nu_{n_0}$ is uniformly distributed on $J_{n_0}$.

Step 3 (Next generation of the Cantor set). Let us introduce the following notation: for each $n \in \mathbb{N}^*$ and $J \in \sJ_n$, set

$$\sY^+_J = \max\left(D_n \cap [1, \inf_{t \in J} \sF(t)]\right).$$

We explain how to get the second generation of intervals $C_{n_0+1}(\sF, \varepsilon')$ of the Cantor set.

The oscillation restriction (41) for $\sF$ on $J_{n_0}$ implies that for every $J \in \sJ_{n_0+1}$ contained in $J_{n_0}$, the quantity $\sY^+_{J_{n_0+1}}$ takes necessarily one of the four values $\{\sY^+_{J_{n_0}} + 2^{-n_0-1} : a = 0, 1, 2, 3\}$. Moreover, applying Lemma 10 to $J_{n_0}$, one obtains that for each $a \in \{0, 1, 2, 3\}$, each subfamily $\{F(J_{n_0}, \sY^+_{J_{n_0}})_{m=1,...,|M_{n_0}(\sY^+_{J_{n_0}})/2|}\}$ contains at least one interval $J$ belonging to $\sJ^{d}_{n_0+1}(\sY^+_{J_{n_0}} + 2^{-n_0-1})$.

Recalling that $\sF$ is non-increasing, the quantities $\sY^+_{J_{n_0+1}}$ are also non-increasing when $J$ ranges from left to right. Since there are $|M_{n_0}(\sY^+_{J_{n_0}})/2|$ disjoint families $\{F(J_0, \sY^+_{J_{n_0}})_{m}\}$ which are organized in increasing order, one deduces that there is $a \in \{0, 1, 2, 3\}$ such that there exist $|M_{n_0}(\sY^+_{J_{n_0}})/2|$ different integers $m \in \{1,...,|M_{n_0}(\sY^+_{J_{n_0}})/2|\}$ for which the family $F(J_0, \sY^+_{J_{n_0}})_{m}$ contains (at least) one interval $J$ satisfying $\sY^+_{J_{n_0+1}} = \sY^+_{J_{n_0}} + a2^{-n_0-1}$ and $J \in \sJ^{d}_{n_0+1}(\sY^+_{J_{n_0+1}})$.

Remark that

$$2^{n_0+1} \ll |M_{n_0}(\sY^+_{J_{n_0}})/8|/2$$

where we used that $\sY_{\min} < 2 - 2\varepsilon$ and $J_{n_0} \subset [t_{2^n_{n_0}} - r_{2^n_{n_0}}, t_{2^n_{n_0}} + r_{2^n_{n_0}}]$. Then, applying (40) for $n = n_0 + 1$, one can choose the first $|M_{n_0}(\sY^+_{J_{n_0}})/16|$ intervals $J$ which satisfy $\Osc_{\sF}(J) < 2^{-n_0-1}$ among those already selected in the last paragraph.

Finally, $C_{n_0}(\sF, \varepsilon')$ is the union of these intervals, which are called the basic intervals of generation $n_0 + 1$. Observe that these intervals are separated by
a distance larger than \( \eta_{n_0}/(2M_{n_0}(\mathcal{T}^{n_0}_{j_0})) \) (thanks to Borel-Cantelli applied to Lemma 5), and they all have their length equal to \( \eta_{n_0+1} \).

Simultaneously, one defines a refinement \( \nu_{n_0+1} \) of the measure \( \nu_0 \) by setting for every \( J^{n_0+1} \) basic interval of \( C_{n_0+1}(\Upsilon, \varepsilon') \)
\[
\nu_{n_0+1}(J^{n_0+1}) = \nu_{n_0}(J^{n_0}) \frac{1}{[M_{n_0}(\mathcal{T}^{n_0}_{j_0})/16]},
\]
and by saying that \( \nu_{n_0+1} \) is uniformly distributed inside each \( J^{n_0+1} \).

**Step 4: Induction of the construction of the Cantor set:**
Assume that for every \( i = n_0, n_0 + 1, ..., n_0 + n \), the generation \( C_i(\Upsilon, \varepsilon') \) has been constructed and satisfies the following:

1. \( C_i(\Upsilon, \varepsilon') \) is constituted by a finite number of basic disjoint intervals \( J^i \) belonging to \( J_i \),
2. for every \( i = n_0 + 1, ..., n_0 + n \), each basic interval \( J^i \in C_i(\Upsilon, \varepsilon') \) is included in a unique basic interval \( J^{i-1} \in C_{i-1}(\Upsilon, \varepsilon') \),
3. for every \( i = n_0, n_0 + 1, ..., n_0 + n - 1 \), each basic interval \( J^i \in C_i(\Upsilon, \varepsilon') \) contains \([M_i(\mathcal{T}^i_{j_i})]/16\] intervals \( J^{i+1} \in C_{i+1}(\Upsilon, \varepsilon') \). These intervals are separated by a distance at least equal to \( \eta_i/(2M_i(\mathcal{T}^i_{j_i})) \).

Moreover, each \( J^{i+1} \) belongs to \( J^i \) and satisfies \( \text{Osc}(J^i) \leq 2^{-i} \).
4. Each basic interval \( J^i \) of \( C_i(\Upsilon, \varepsilon') \) satisfies \( \text{Osc}(J^i) < 2^{-i} \).
5. for every \( i = n_0 + 1, ..., n_0 + n \), \( \nu_i \) is a measure supported by the basic intervals \( J^i \) of \( C_i(\Upsilon, \varepsilon') \), and if \( J^{i-1} \) is the unique interval in \( C_{i-1}(\Upsilon, \varepsilon') \) such that \( J^i \subset J^{i-1} \), then
\[
\nu_i(J^i) = \nu_{i-1}(J^{i-1}) \frac{1}{[M_{i-1}(\mathcal{T}^{i-1}_{j_{i-1}})/16]},
\]
and \( \nu_i \) is uniformly distributed inside each \( J^i \).

We are now able to complete the induction.

For any basic interval \( J^n \in C_n(\Upsilon, \varepsilon') \), applying the same method as in step 3, one finds \([M_n(\mathcal{T}^n_{j_n})]/16\] intervals \( J^{n+1} \in J_{n+1}^d(\mathcal{T}^{n+1}_{j_{n+1}}) \), also satisfying \( \text{Osc}(J^{n+1}) < 2^{-(n+1)} \).

Then, \( C_{n+1}(\Upsilon, \varepsilon') \) is the union of these intervals, which constitute the basic intervals of generation \( n + 1 \). By construction, these basic intervals \( J^{n+1} \) are separated by at least \( \eta_n/(2M_n(\mathcal{T}^n_{j_n})) \), where \( J^n \) is the “parent” interval of \( J^{n+1} \), i.e. the unique basic interval in \( C_n(\Upsilon, \varepsilon') \) such that \( J^{n+1} \subset J^n \), and they all have their length equal to \( \eta_{n+1} \).

Simultaneously, the refinement \( \nu_{n+1} \) of the measure \( \nu_n \) is defined by setting, for every \( J^n \) is the "parent" interval of \( J^{n+1} \),
\[
\nu_{n+1}(J^{n+1}) = \nu_n(J^n) \frac{1}{[M_n(\mathcal{T}^n_{j_n})/16]},
\]
and by saying that \( \nu_{n+1} \) is uniformly distributed inside each \( J^{n+1} \).
Proposition 6. The Cantor set $C(\Upsilon, \varepsilon')$ is defined as

$$C(\Upsilon, \varepsilon') = \bigcap_{n \geq n_0} \bigcup_{J \in C_n(\Upsilon, \varepsilon')} J.$$  

There exists a unique Borel probability measure $\nu_{\Upsilon, \varepsilon'}$ supported exactly by $C(\Upsilon, \varepsilon')$ such that for all $n \geq n_0$, the measure $\nu_{\Upsilon, \varepsilon'}$ restricted to the $\sigma$-algebra generated by $\{J_k : n_0 \leq k \leq n\}$ is $\nu_n$.

The proof is immediate, since the step 4. of the construction ensures that the measure is a well-defined additive set function with total mass 1 on the algebra $\{J_n : n \geq n_0\}$ which generates the Borel $\sigma$-algebra, thus extends to a unique probability measure on Borel sets.

Observe that the construction of the family of Cantor sets depends only on Lemma 10, which holds with probability one simultaneously for all functions $\Upsilon$, as desired.

6.6. Properties of the Cantor sets. The following proposition is key, since it shows that our construction guarantees that we have built points in $F(\Upsilon)$.

Proposition 7. Almost surely, for every non-increasing càdlàg function $\Upsilon : [0, 1] \to [1 + 2\varepsilon, 2 - 2\varepsilon]$ and for every small $\varepsilon' > 0$,

$$C(\Upsilon, \varepsilon') \setminus (S(\mathcal{M}) \cup S(\Upsilon)) \subset F(\Upsilon).$$

Proof. Suppose that $t \in [0, 1] \cap C(\Upsilon, \varepsilon')$ is a continuous time for $\mathcal{M}$ and $\Upsilon$. One wants to prove that $\overline{\dim}(\mu, \mathcal{M}_t) = \Upsilon(t) \beta(\mathcal{M}_t)$.

We start by bounding $\overline{\dim}(\mu, \mathcal{M}_t)$ from below.

By construction, for every $n \geq n_0$, $t$ is covered by an interval $J^n \in \mathcal{J}_n^d(\Upsilon_{J^n})$, a basic interval in $C_n(\Upsilon, \varepsilon')$. Since $J^n \in \mathcal{J}_n^d(\Upsilon_{J^n})$, property (31) entails that $t \in J^n$ is surrounded by two jumps of the Poisson point process located at $t_1^n$ and $t_2^n$, whose size belong to $[\eta_n^{1/2}, \eta_n^{1/2}]$, and whose mutual distance is at least $3\eta_n$, and at most $5\eta_n$.

The process $\mathcal{M}$ jumps at $t_1^n$ and $t_2^n$, with jump size $\eta_n^{1/\gamma_{J^n}(\mathcal{M}_{(k-3)\eta_n})}$ and $\eta_n^{1/\gamma_{J^n}(\mathcal{M}_{(k-3)\eta_n})}$. Since the process $\mathcal{M}$ is increasing, if $J^n$ is written $[k\eta_n, (k+1)\eta_n)$, both size of jumps at $t_1^n$ and $t_2^n$ are bounded by below by

$$r_n = \eta_n^{1/\gamma_{J^n}(\mathcal{M}_{(k-3)\eta_n})}.$$  

Hence, $\mu(B(\mathcal{M}_t, r_n)) \leq 5\eta_n$. Applying this when $n$ becomes large, one gets

$$\overline{\dim}(\mu, \mathcal{M}_t) \geq \limsup_{n \to +\infty} \frac{\log \mu(B(\mathcal{M}_t, r_n))}{\log r_n} \geq \limsup_{n \to +\infty} \frac{\log 5\eta_n}{\log r_n} = \Upsilon(t) \beta(\mathcal{M}_t),$$  

where we used the continuity of $\mathcal{M}$ and $\Upsilon$ at $t$.

The rest of the proof is dedicated to prove the converse inequality, i.e. $\overline{\dim}(\mu, \mathcal{M}_t) \leq \Upsilon(t) \cdot \beta(\mathcal{M}_t)$, which is more delicate.
Let $\varepsilon_1 > 0$ be small. Thanks to the continuity of $\mathcal{M}$ at $t$, there exists $r_0 > 0$ such that $r_0 \leq \eta_{n_0}$ and

$$N([t - r_0, t + r_0] \times [\eta_{n_0}, \eta_{n_0}]) = 0,$$

where $\mathcal{J}_{n_0}$ is the unique interval of $C_{n_0}(\Upsilon, \varepsilon')$ that contains $t$.

Now for any $0 < r < r_0/3$, there exists a unique integer $n \geq n_0$ such that $\eta_{n+1} \leq r < \eta_n$. Let us call $J_n(t)$ and $J_{n+1}(t)$ the unique intervals of $\mathcal{J}_n$ and $\mathcal{J}_{n+1}$ that contain $t$.

By construction of the random tree $\mathcal{T}_n(J_n(t))$, there is no large jump around $t$. More precisely, by Lemma 9,

$$N\left( B(t, r) \times \left[ r^{1/\mathcal{J}_{J_n}^n(t)}, \eta_n^{1/\mathcal{J}_{J_n}^n(t)} \right] \right) = 0.$$

Applying same argument as in Lemma 9 to scales between $n_0$ and $n$, together with the fact that the sequence $n \mapsto \mathcal{T}_{n+1}^{n+1}(t)$ is increasing, yields that

$$N\left( B(t, r) \times \left[ \eta_n^{1/\mathcal{J}_{J_n}^n(t)}, \eta_{n_0}^{1/\mathcal{J}_{n_0}^{n_0}} \right] \right) = 0.$$

One deduces that the increment of $\mathcal{M}$ between $t - r$ and $t + r$ has the form

$$\mathcal{M}_{t+r} - \mathcal{M}_{t-r} = \int_{t-r}^{t+r} \int_0^{r^{1/\mathcal{J}_{J_n}^n(t)}} z^{1/\beta(\mathcal{M}_u-)} N(ds, dz).$$

Denote by $m$ the unique integer such that $2^{-m-1} \leq 2r < 2^{-m}$. One has

$$\mathcal{M}_{t+r} - \mathcal{M}_{t-r} \leq \int_{t-r}^{t+r} \int_0^{2^{-m/\mathcal{J}_{J_n}^n(t)}} z^{1/\beta(\mathcal{M}_u-)} \tilde{N}(ds, dz)$$

$$+ \int_{t-r}^{t+r} \int_0^{2^{-m/\mathcal{J}_{J_n}^n(t)}} z^{1/\beta(\mathcal{M}_u-)} \frac{dz}{z^2} ds := A_1(r) + A_2(r).$$

Applying Lemma 2 entails

$$\mathbb{P}\left( \sup_{\gamma \in \mathcal{D}_m} \sup_{0 \leq v < u \leq 1} 2^{\gamma(\beta(\mathcal{M}_{u+2^{-m}})+2/m)} \left| \int_v^u \int_0^{2^{-m}} z^{1/\beta(\mathcal{M}_u-)} \tilde{N}(ds, dz) \right| \geq 6m^2 \right) \leq C \cdot 2^m \cdot e^{-m}.$$

Borel-Cantelli Lemma yields that when $m$ becomes larger than some $m_0$, for every $\gamma \in \mathcal{D}_m \cap [1 + 2\varepsilon, 2 - 2\varepsilon]$ and $|v - u| \leq 2^{-m}$ (with $u > v$),

$$\left| \int_v^u \int_0^{2^{-m}} z^{1/\beta(\mathcal{M}_u-)} \tilde{N}(du, dz) \right| \leq 6m^2 2^{\gamma(\beta(\mathcal{M}_{u+2^{-m}})+2/m)}.$$

Assume that $r_0$ is so small that $2r_0 \leq 2^{-m_0}$. By our choices for $n$ and $m$, one has $m > n$, so $\mathcal{T}_{J_{n+1}}^{J_{n+1}}(t) \in \mathcal{D}_{n_0}$. By choosing $\gamma = \mathcal{T}_{J_n}^n(t); u = t + r$ and
v = t - r, one gets

\[ A_1(r) \leq 6m^2 2^{\frac{1}{\mathcal{Y}_n(t)}[\beta(\mathcal{M}_{t+r}+2-m)+2/m]} \]

\[ \leq 12(\log_2(1/4r))^2(2r)^{1/\mathcal{Y}_n(t)}[\beta(\mathcal{M}_{t+r}+2-m)+2/m]. \]

In addition, by continuity of \( \mathcal{M} \) at \( t \), when \( r_0 \) is small enough, one has

\[ |\mathcal{Y}_{n,t}^n(t) - \mathcal{Y}(t)| < \varepsilon_1 \quad \text{and} \quad \beta(\mathcal{M}_{t+r}+2-m) + 2/m \leq \beta(\mathcal{M}_t) + \varepsilon_1, \]

so finally

\[ A_1(r) \leq r^{\frac{1}{\mathcal{Y}(t)+\varepsilon_1}[(\beta(\mathcal{M}_t)+\varepsilon_1)]}. \]

On the other hand, recalling the constant \( \varepsilon_0 > 0 \) in Definition 1, an immediate computation shows that

\[ A_2(r) \leq \int_{t-r}^{t+r} \int_0^{2-m/(\mathcal{Y}(t)+\varepsilon_1)} z^{1/\beta(\mathcal{M}_t)+\varepsilon_1} dz \frac{ds}{z^2} \]

\[ \leq \frac{2r}{1/\varepsilon_0 - 1} 2^{\frac{1}{\mathcal{Y}(t)+\varepsilon_1}}(\beta(\mathcal{M}_t)+\varepsilon_1)^{-1} \]

\[ \leq \frac{1}{2/\varepsilon_0 - 2} (4r)^{\frac{1}{\mathcal{Y}(t)+\varepsilon_1}[(\beta(\mathcal{M}_t)+\varepsilon_1)]} \]

\[ \leq r^{\frac{1}{\mathcal{Y}(t)+2\varepsilon_1}[(\beta(\mathcal{M}_t)+\varepsilon_1)]}, \]

as soon as \( r_0 \) is small enough.

Combining these estimates, one obtains that for all \( r \leq r_0 \),

\[ \mathcal{M}_{t+r} - \mathcal{M}_{t-r} \leq r^{\frac{1}{\mathcal{Y}(t)+2\varepsilon_1}[(\beta(\mathcal{M}_t)+\varepsilon_1)]}, \]

which entails for all \( 0 < r < \mathcal{M}_{t+r_0} - \mathcal{M}_{t-r_0} \),

\[ \mu(B(\mathcal{M}_t,t)) \geq r^{(\mathcal{Y}(t) + 3\varepsilon_1)[(\beta(\mathcal{M}_t)+\varepsilon_1)]}. \]

One concludes that

\[ \overline{\dim}(\mu,\mathcal{M}_t) \leq (\mathcal{Y}(t) + 3\varepsilon_1)(\beta(\mathcal{M}_t) + \varepsilon_1). \]

Letting \( \varepsilon_1 \to 0 \) yields the desired upper bound for \( \overline{\dim}(\mu,\mathcal{M}_t). \)

\[ \square \]

6.7. Dimension of \( \mathcal{C}(\mathcal{Y},\varepsilon') \). Here we prove that \( \dim_H \mathcal{C}(\mathcal{Y},\varepsilon') \geq 2/(\mathcal{Y}_{\min} + \varepsilon') - 1. \)

**Lemma 11.** With probability 1, for every \( \mathcal{Y} \) in Theorem 7 with \( \mathcal{Y}_{\min} \in [1 + 2\varepsilon, 2 - 2\varepsilon] \) and \( \varepsilon' > 0 \), there exists a finite positive constant \( K_{\mathcal{Y},\varepsilon'} \) such that for all \( B \in \mathcal{B}([0,1]), \)

\[ \nu_{\mathcal{Y},\varepsilon'}(B) \leq K_{\mathcal{Y},\varepsilon'}|B|^{\frac{2}{\mathcal{Y}_{\min} + 2\varepsilon} - 1}. \]

**Proof** Let \( \mathcal{Y} \) and \( \varepsilon' > 0 \) be fixed.

Let \( B \) be an open interval in \([0,1]\) such that \( |B| \leq \eta_0. \)

If \( B \cap \mathcal{C}(\mathcal{Y},\varepsilon') = \emptyset, \) (43) holds trivially.
If $B \cap C(\Upsilon, \varepsilon') \neq \emptyset$, let $n_1$ be the largest integer such that $B$ intersects $C_{n_1}(\Upsilon, \varepsilon')$ in exactly one basic interval, denoted by $J^{n_1}$.

Denote by $\delta_{n_1+1}(\Upsilon, \varepsilon', J^{n_1})$ the minimal distance between any two intervals of $C_{n_1+1}(\Upsilon, \varepsilon')$ which are contained in $J^{n_1}$. Then $|B|$ contains at most

$$\min \left( M_{n_1}(\Upsilon^{n_1}_{J^{n_1}}), \frac{|B|}{\delta_{n_1+1}(\Upsilon, \varepsilon', J^{n_1})} \right)$$

intervals of generation $n_1 + 1$.

In addition, by construction, one has

$$(44) \quad \delta_{n_1+1}(\Upsilon, \varepsilon', J^{n_1}) \geq \frac{\eta_{n_1}}{2M_{n_1}(\Upsilon^{n_1}_{J^{n_1}})}.$$ 

Hence by (42), since all the intervals $J^{n_1+1}$ of generation $n_1 + 1$ within $J^{n_1}$ have the same $\nu$-mass, one has (using (44))

$$\nu_{\Upsilon, \varepsilon'}(B) \leq \min \left( M_{n_1}(\Upsilon^{n_1}_{J^{n_1}}), \frac{|B|}{\delta_{n_1+1}(\Upsilon, \varepsilon', J^{n_1})} \right) \cdot \nu_{n_1+1}(J^{n_1+1})$$

$$\leq \min \left( M_{n_1}(\Upsilon^{n_1}_{J^{n_1}}), \frac{|B|}{\delta_{n_1+1}(\Upsilon, \varepsilon', J^{n_1})} \right) \cdot \left( \prod_{k=n_0}^{n_1-1} \frac{1}{M_k(\Upsilon_{\min} + \varepsilon')} \right) \cdot \frac{1}{M_{n_1}(\Upsilon^{n_1}_{J^{n_1}})}$$

$$\leq 2 \left( \prod_{k=n_0}^{n_1-1} \frac{1}{M_k(\Upsilon_{\min} + \varepsilon')} \right) \cdot \eta_{n_1}^{-1} \cdot \min (\eta_{n_1}, |B|).$$

Due to our choices for the sequence $(\eta_n)_{n \geq 1}$, when $n_0$ is large,

$$\prod_{k=n_0}^{n_1-1} \frac{1}{M_k(\Upsilon_{\min} + \varepsilon')} \leq (M_{n_1-1}(\Upsilon_{\min} + \varepsilon'))^{-1} \leq \frac{2}{\eta_{n_1}^{2} + 2\varepsilon'}^{-1},$$

so applying the inequality $x \wedge y \leq x^s y^{1-s}$ for $s \in (0, 1)$ and $0 < x, y < 1$ yields

$$\nu_{\Upsilon, \varepsilon'}(B) \leq 2\eta_{n_1}^{-2} \cdot \eta_{n_1}^{-1} \cdot \frac{2}{\eta_{n_1}^{2} + 2\varepsilon'} \cdot |B| \frac{2}{\eta_{n_1}^{2} + 2\varepsilon'}^{-1} = 2|B| \frac{2}{\eta_{n_1}^{2} + 2\varepsilon'}^{-1}. \quad \Box$$

Finally the mass distribution principle applied to the measure $\nu_{\Upsilon, \varepsilon'}$, which is supported by the Cantor set $\mathcal{C}(\Upsilon, \varepsilon')$, allows one to conclude that

$$\dim_{\mathcal{H}} \mathcal{C}(\Upsilon, \varepsilon') \geq \frac{2}{\eta_{n_1}^{2} + 2\varepsilon'} - 1.$$ 

6.8. **Extension to $\Upsilon_{\min} \in \{1, 2\}$.** Letting $\varepsilon \rightarrow 0$ along a countable sequence yields that almost surely, for all $\Upsilon$ with $\Upsilon_{\min} \in \{1, 2\}$,

$$(45) \quad \dim_{\mathcal{H}} F(\Upsilon) \geq \frac{2}{\Upsilon_{\min}} - 1.$$ 

It remains to treat the extreme cases.

**First case :** $\Upsilon_{\min} = 1$. For each $\varepsilon_2 > 0$, there exists an open interval $\mathcal{O} \subset (0, 1)$ such that every $t \in \mathcal{O}$ satisfies $\Upsilon(t) \geq 1 + \varepsilon_2 > 1$. Applying
(45) yields that \( \dim H F(\Upsilon) \geq \frac{2}{1+\varepsilon_2} - 1 \). Letting \( \varepsilon_2 \to 0 \) establishes that \( \dim H F(\Upsilon) = 1 \).

**Second case** : \( \Upsilon_{\min} = 2 \), i.e. \( \Upsilon \equiv 2 \). In order to prove \( \dim H F(\Upsilon) \geq 0 \), it suffices to show that there exists almost surely \( t \in (0,1) \) such that \( \dim(\mu, M_t) = 2\beta(M_t) \), i.e. \( F(\Upsilon) \neq \emptyset \). To this end, some changes are needed for the construction of the Cantor set. We only sketch the proof since it is essentially the same as the one in the precedent sections (with simplification). Set

\[
\begin{align*}
\rho_0 &= 1/2 \text{ and } \rho_n = \exp(-\rho_{n-1}^{-1}) \text{ for all } n \geq 1, \\
\eta_n &= \rho_n \log(1/\rho_n)^{-1} \text{ for all } n \geq 0.
\end{align*}
\]

Let \( J_n(2) \) be the set composed of intervals \( J_{n,k} = [k\eta_n, (k+1)\eta_n) \) that satisfy

\[
\begin{align*}
N(J_{n,k-2} \times \left[ \rho_n^{1/2} \left( \log \frac{1}{\rho_n} \right)^{-3}, 1 \right]) &= 1, \\
N(J_{n,k+2} \times \left[ \rho_n^{1/2} \left( \log \frac{1}{\rho_n} \right)^{-3}, 1 \right]) &= 1, \\
N(\hat{J}_{n,k} \times \left[ \rho_n^{1/2} \left( \log \frac{1}{\rho_n} \right)^{-3}, 1 \right]) &= 0,
\end{align*}
\]

(46)

It is easy to check that any point \( t \) covered by the collection \( J_n(2) \) infinitely often satisfy \( \dim(\mu, M_t) \geq 2\beta(M_t) \) (necessarily, one has equality thanks to Theorem 1). We construct as before, by induction, the collection \( C_n(\Upsilon \equiv 2) \) of basic intervals and the Cantor set \( C(\Upsilon \equiv 2) = \bigcap_n C_n(\Upsilon \equiv 2) \) contained in \( F(\Upsilon) \). The same arguments as in Lemma 4 give a constant \( C_n \) uniformly bounded below and above by 0 and \( +\infty \) such that for any fixed \( J_{n,k} \),

\[
P(J_{n,k} \in J_n(2)) = C_n \cdot \rho_n \left( \log \frac{1}{\rho_n} \right)^4.
\]

Thus one bounds from above the probability that there exists \( J_{n,k} \) such that none of the intervals \( J_{n+1,k'} \) contained in \( J_{n,k} \) belongs to \( J_{n+1}(2) \) by

\[
\frac{1}{\eta_n} \left( 1 - C_{n+1} \cdot \rho_{n+1} \left( \log \frac{1}{\rho_{n+1}} \right)^4 \right)^{\frac{n}{\eta_{n+1}}}. 
\]

Observe that

\[
\frac{\eta_n}{\eta_{n+1}} = C_{n+1} \rho_{n-1}^{-3} \cdot (C_{n+1})^{-1} \rho_{n+1}^{-1} \left( \log \frac{1}{\rho_{n+1}} \right)^{-3} \text{ with } C_{n+1} \rho_{n-1}^{-3} \gg 1.
\]

So the probability in question is less than

\[
\eta_n^{-1} e^{-C_{n+1} \rho_{n-1}^{-3}} \leq \eta_n^{-1} e^{-3\rho_{n-1}^{-1}} = \eta_n^{-1} \rho_n^3 \leq \rho_n.
\]

Borel-Cantelli Lemma implies the existence of a sequence of embedded interval with length tending to 0 that satisfy (46). This justifies that \( F(\Upsilon) \neq \emptyset \).
7. Space spectrum: proof of Theorem 2

7.1. A first theorem on dimensions, and the space spectrum. Throughout this section, we set \( \varepsilon = \varepsilon_0 \), which is defined in (1). We are going to prove the following theorem.

**Theorem 8.** Let \( \varepsilon > 0 \). Denote by \( P = \{(T_n, Z_n)\}_{n \geq 1} \) a Poisson point process that generates the Poisson measure \( N(dt, dz) \) with intensity \( dt \otimes dz/z^2 \). Consider the family (15) of stable processes \( (L^\alpha)_{\alpha \in (\varepsilon, 1-\varepsilon)} \). Also, for every non decreasing c\'adl\'ag function \( f : [0, 1] \to [\varepsilon, 1-\varepsilon] \), consider the process

\[
L^f_t = \int_0^t \int_0^1 z^{1-t} N(ds, dz).
\]

Almost surely, for every set \( E \subset [0, 1] \), for every function \( f : [0, 1] \to [\varepsilon, 1-\varepsilon] \), if \( \alpha < \inf \{f(t) : t \in E\} \) and \( \beta > \sup \{f(t) : t \in E\} \), then

\[
\dim_H(L^\alpha(E)) \leq \dim_H L^f(E) \leq \dim_H(L^\beta(E)) = \frac{\beta}{\alpha} \dim_H(L^\alpha(E)).
\]

Before proving Theorem 8 next subsection, let us explain how we deduce the space spectrum of the occupation measure.

As mentioned in the introduction, almost surely, for every set \( E \subset \mathbb{R} \), the image of \( E \) by an \( \alpha \)-stable process \( \mathcal{L}^\alpha \) has Hausdorff dimension \( \alpha \dim_H(E) \). Applying Theorem 8 to the function \( f(t) = \beta(\mathcal{M}_t) \), which is almost surely càdlàg, one is now ready to prove Theorem 6.

**Proof of Theorem 6:** The first part (the formula (12)) is immediate.

For the second part, let \( E \subset [0, 1] \) be such that for every non-trivial subinterval \( I \subset [0, 1] \), \( \dim_H(E) = \dim_H(E \cap I) \).

For every \( \eta > 0 \), there exists an interval \( I \) of length less than \( \eta \) such that

\[
\left[ \inf_{t \in E \cap I} \beta(\mathcal{M}(t)), \sup_{t \in E \cap I} \beta(\mathcal{M}(t-)) \right] \subset \left[ \sup_{t \in E} \beta(\mathcal{M}(t-)) - \eta, \sup_{t \in E} \beta(\mathcal{M}(t-)) \right].
\]

This follows from the càdlàg regularity of \( t \mapsto \beta(\mathcal{M}(t)) \). Hence, applying (12) to \( E \cap I \) gives

\[
\dim_H \mathcal{M}(E \cap I) \in \dim_H(E \cap I) \cdot \left[ \sup_{t \in E} \beta(\mathcal{M}(t-)) - \eta, \sup_{t \in E} \beta(\mathcal{M}(t-)) \right].
\]

Since \( \dim_H \mathcal{M}(E \cap I) \leq \dim_H \mathcal{M}(E) \) and \( \dim_H(E) = \dim_H(E \cap I) \), the result follows by letting \( \eta \) tend to zero.

One deduces a corollary from Theorem 6, which will be used in the proof of Theorem 2.

**Corollary 1.** For every open interval \( I \subset [0, 1] \) and \( h \geq 0 \), consider the smallest interval \( I_0 \subset I \) (it may be not open or reduced to a point) such that \( E^l_{\mu}(I, h) = E^l_{\mu}(I_0, h) \). Denote by \( d(I_0) \) the right endpoint of \( I_0 \) Almost
surely, for every open interval \( I \subset [0,1] \) and \( h \geq 0 \), one has

\[
\dim_{\mathcal{H}} \mathcal{M}(\mathcal{E}_\mu^t(I,h)) = \dim_{\mathcal{H}} \mathcal{E}_\mu^t(I_0,h) \cdot \sup_{t \in I_0 \setminus d(I_0)} \beta(M_t).
\]

with the convention that \( 0 \times (-\infty) = 0 \) and \( (-\infty) \times (-\infty) = -\infty \).

**Proof** If \( \mathcal{E}_\mu^t(I,h) \) is empty or a singleton, there is nothing to prove. One thus assumes that \( \mathcal{E}_\mu^t(I,h) \) is neither empty nor a singleton, so \( I_0 \) is a non-trivial interval. One could check the analysis in the proof of Theorem 4 for a construction of \( I_0 \). Observe that the left-hand side of (48) is smaller than the right-hand side due to Theorem 6. The converse inequality follows by minimality of \( I_0 \) and a localization procedure as in the proof of Theorem 6.

**□**

**Proof of Theorem 2 and 3:** To deduce the space spectrum, one needs some additional analysis other than the time spectrum. This is due to the following basic observation: for all \( t \in S(M) \), \( M_t^- \) is not in the range of \( M \), but in the support of \( \mu \).

When \( \mathcal{O} \) does not intersect the range of \( M \), the level set \( \mathcal{E}_\mu^t(O,h) = \emptyset \), as is given in Theorem 2 and 3.

When \( \mathcal{O} \) intersects the range of \( M \), by the càdlàg property of \( M \), there is a non-trivial interval \( \tilde{O} \) such that

\[
\mathcal{M}((0,1)) \cap \mathcal{O} = \mathcal{M}(\tilde{O}).
\]

The set \( \tilde{O} \) is an open set \((a,b)\) if \( M \) enters \( \mathcal{O} \) continuously, or is a semi-open interval \([a,b)\) if \( M \) enters \( \mathcal{O} \) with a jump. In any case, \( \mathcal{M}_a^- \notin \mathcal{O} \) and \( \mathcal{M}_b \notin \mathcal{O} \) because \( \mathcal{O} \) is open. Observe that

\[
\mathcal{E}_\mu^t(O,h) = \{ x \in \text{Supp} \mu \cap \mathcal{O} : \overline{\dim}(\mu,x) = h \} = \{ \mathcal{M}_t \in \mathcal{O} : \overline{\dim}(\mu,\mathcal{M}_t) = h \} \cup \{ \mathcal{M}_t^- \in \mathcal{O} : t \in S(M) \text{ and } \overline{\dim}(\mu,\mathcal{M}_t^-) = h \} = \mathcal{M}(\overline{\mathcal{E}}_\mu^t(\mathcal{O},h)) \cup \{ \mathcal{M}_t : t \in S(M) \cap \tilde{O} \text{ and } \overline{\dim}(\mu,\mathcal{M}_t^-) = h \}
\]

Since the Hausdorff dimension of the second set in the last union is at most 0, one distinguishes two types of situations according to the value of \( h \).

- **Type A.** The time level set \( \overline{\mathcal{E}}_\mu^t(\tilde{O},h) \neq \emptyset \), so one ignores the second set in the last union when computing the Hausdorff dimension of \( \mathcal{E}_\mu^t(O,h) \). If \( \# \overline{\mathcal{E}}_\mu^t(\tilde{O},h) = 1 \) (necessarily \( h = \beta(M_t) \) for some \( t \in S(M) \) with \( \beta(M_t) \geq 2\beta(M_t^-) \)), one has \( \overline{d}_\mu(O,h) = 0 \) which coincide with the formula in Theorem 3. Otherwise Corollary 1 applied to \( h \) and \( \tilde{O} \) entails the existence of a
minimal $\tilde{O}_0$ (that we can and will suppose open) such that
\[
\tilde{d}_\mu(O, h) = \tilde{d}_\mu(\tilde{O}_0, h) \cdot \sup_{t \in \tilde{O}_0 \setminus d(\tilde{O}_0)} \beta(M_t)
= \sup \left\{ \tilde{g}_\alpha(h) / \alpha : \alpha \in \{\beta(M_t) : t \in \tilde{O}_0 \} \right\} \cdot \sup_{t \in \tilde{O}_0} \beta(M_t)
= \sup \left\{ \tilde{g}_\alpha(h) / \alpha : \alpha \in \{\beta(M_t) : t \in \tilde{O}_0 \} \right\}
= \sup \left\{ \tilde{g}_\alpha(h) / \alpha : \alpha \in \{\beta(M_t) : t \in \tilde{O} \} \right\}
= \sup \{ \tilde{g}_\alpha(h) : \alpha \in \{\beta(M_t) : t \in O \} \},
\]
as desired.

- Type B. The time level set

\[(49) \quad \tilde{E}_\mu(\tilde{O}, h) = \emptyset\]
so one has to consider the (at most) countable set $H = \{M_t : t \in S(M) \cap \tilde{O} \text{ and } \dim(\mu, M_{t-}) = h \}$. Compared with the time spectrum, several cases may occur according to the value of $h$. Recall that $\tilde{O} = [a, b)$ (when $\mathcal{M}$ jumps into $O$) or $(a, b)$ (when $\mathcal{M}$ enters $O$ continuously). In the following analysis, the case $M_{t_0} \notin O$ is trivial. We thus assume that every $M_{t_0}$ below belongs to $O$.

(1) \((49)\) is due to $2\beta(M_{t_0-}) < h < \beta(M_{t_0})$ with $t_0 \in S(M)$. For all $t > t_0$, $\dim(\mu, M_{t-}) \geq \beta(M_{t-}) > \beta(M_{t_0}) > h$. For all $t \leq t_0$, $\dim(\mu, M_{t-}) \leq 2\beta(M_{t-}) \leq 2\beta(M_{t_0-}) < h$. So $H = \emptyset$ and $\tilde{d}_\mu(O, h) = -\infty$ as desired.

(2) \((49)\) is due to the fact that $2\beta(M_{t_0-}) < \beta(M_{t_0}) = h$ with $t_0 \in S(M)$ and $\dim(\mu, M_{t_0-}) \neq \beta(M_{t_0})$. As in the last item, $H = \emptyset$ as desired.

(3) \((49)\) is due to $h = 2\beta(M_{t_0-}) < \beta(M_{t_0})$ or $h = 2\beta(M_{t_0-}) = \beta(M_{t_0})$. As before for all $t \neq t_0$, one has $\dim(\mu, M_{t-}) \neq h$. If $\dim(\mu, M_{t_0-}) = 2\beta(M_{t_0-}), H = \{t_0\}$, otherwise $H = \emptyset$. This coincides with Theorem 3.

(4) \((49)\) is due to $h \geq 2\beta(M_{b-})$. For all $t < b$, $\dim(\mu, M_{t-}) \leq 2\beta(M_{t_0-}) < 2\beta(M_{b-}) \leq h$, hence $H = \emptyset$, as desired.

(5) \((49)\) is due to $h \leq \beta(M_a)$. Recall first that $\beta(M_a) \notin O$. Further, for all $t > a$, $\dim(\mu, M_t) > h$. Hence, $H = \emptyset$, as desired.

\[\square\]

7.2. Proof of Theorem 8. We start with a Lemma describing the distribution properties of the Poisson point process $\mathcal{P} = \{(T_n, Z_n)\}_{n \geq 1}$.

Lemma 12. For every $j \geq 1$, let $\mathcal{P}_j = \{n : Z_n \in [2^{-j-1}, 2^{-j})\}$. Almost surely, there exist two positive decreasing sequences $(\varepsilon_j)_{j \geq 1}$ and $(\eta_j)_{j \geq 1}$ converging to zero such that for every integer $J$ large enough, one has:

(1) $2^{J(1-\varepsilon_j)} \leq \# \mathcal{P}_J \leq 2^{J(1+\varepsilon_j)}$,
(2) for every interval \( I \subset [0, 1] \) with length \( 2^{-J} \),
\[
1 \leq \# \bigcup_{j \leq J(1 + \eta_J)} \{ n \in P_j : T_n \in I \} \leq 2^{J\varepsilon_J},
\]
(3) for every interval \( I \subset [0, 1] \) with length \( 2^{-J} \),
\[
0 \leq \# \bigcup_{j \leq J/3} \{ n \in P_j : T_n \in I \} \leq 1,
\]
(4) for every interval \( I \subset [0, 1] \) with length \( 2^{-J} \), for every \( j \geq J(1 + \eta_J) \),
\[
\# \{ n \in P_j : T_n \in I \} \leq 2^{J(1+\varepsilon_j)}2^{-J}.
\]
Routine computations as in Lemma 4 entail Lemma 12.

Let \( E \subset [0, 1], \alpha = \inf \{ f(t) : t \in E \} \) and \( \beta = \sup \{ f(t) : t \in E \} \).

Call \( E^\alpha \) (resp. \( E^\beta \), \( E^\varepsilon \)) the image of \( E \) by \( L^\alpha \) (resp. \( L^\beta \), \( L^\varepsilon \)).

**Lemma 13.** Almost surely, the following holds. With each interval \( \tilde{B}^\alpha \) such that \( B^\alpha \cap E^\alpha \neq \emptyset \), one can associate an interval of the form \( B^\alpha = \mathcal{L}^\alpha([T_m, T_n]) \) such that \( |B^\alpha| \leq 2|\tilde{B}^\alpha| \) and possibly a singleton of the form \( \{\mathcal{L}^\alpha(T_n)\} \), such that
\[
E^\alpha \cap (B^\alpha \cup \{\mathcal{L}^\alpha(T_n)\}) = E^\alpha \cap \tilde{B}^\alpha.
\]
The same holds true for every interval \( \tilde{B}^\beta \) such that \( E^\beta \cap \tilde{B}^\beta \neq \emptyset \), which can be replaced by \( B^\beta = \mathcal{L}^\beta([T_m, T_n]) \) and possibly a singleton.

**Proof**

Almost surely all the processes \( \mathcal{L}^\alpha \), \( \mathcal{L}^\beta \) and \( \mathcal{L}^\varepsilon \) are strictly increasing and càdlàg.

Let \( \tilde{B}^\alpha = [x^\alpha, y^\alpha] \) be an interval satisfying \( \tilde{B}^\alpha \cap E^\alpha \neq \emptyset \).

If \( x^\alpha \) is not of the form \( \mathcal{L}^\alpha(T_m) \), then two cases occur:
- when \( x^\alpha \notin \mathcal{L}^\alpha(E) \): \( \tilde{B}^\alpha \) can be replaced by \( [x^\alpha, y^\alpha] \), where \( x^\alpha = \inf(\tilde{B}^\alpha \cap E^\alpha) \), without altering the covering \( \mathcal{R}^\alpha \). Since \( \mathcal{L}^\alpha \) is increasing and càdlàg, \( x^\alpha \) is necessarily the image of some jump point \( T_m \) by \( \mathcal{L}^\alpha \).
- when \( x^\alpha \in \mathcal{L}^\alpha(E) \): \( x^\alpha \) can be written as \( \mathcal{L}^\alpha(t) \), for some \( t \) which is a continuous time for \( \mathcal{L}^\alpha \). Using the density of the jump points, there exists \( (T_m, Z_m) \) such that \( T_m < t \) and \( \mathcal{L}^\alpha(t) - \mathcal{L}^\alpha(T_m) < |\tilde{B}^\alpha|/2 \). We then choose \( x^\alpha = \mathcal{L}^\alpha(T_m) \).

In all cases, \( \tilde{B}^\alpha \) is replaced by \( B^{\alpha} = [x^\alpha, y^\alpha] \), where \( |B^{\alpha}| \leq 3/2|B^\alpha| \).

Similarly, if \( y^\alpha \) is not of the form \( \mathcal{L}^\alpha(T_n) \) (i.e. the left limit of \( \mathcal{L}^\alpha \) at \( T_n \) for some jump point \( T_n \)), then :
- when \( y^\alpha \notin \mathcal{L}^\alpha(E) \): \( B^\alpha \) can be replaced by \( B^\alpha = [x^\alpha, y^\alpha] \), where \( y^\alpha = \sup(B^\alpha \cap E^\alpha) \), without altering the covering \( \mathcal{R}^\alpha \). Since \( \mathcal{L}^\alpha \) is increasing and càdlàg, \( y^\alpha \) is of the form \( \mathcal{L}^\alpha(T_n) \) for some jump point \( T_n \).
• when \( y^\alpha = \mathcal{L}^\alpha(T_n) \) for some jump time \( T_n \): Then \( B^{\alpha} \) can be replaced by \( \{\mathcal{L}^\alpha(T_n)\} \cup B^\alpha \), where \( B^\alpha = [x^\alpha, \mathcal{L}^\alpha(T_n^-)] \). Indeed, there is no point of \( E^\alpha \) between \( \mathcal{L}^\alpha(T_n^-) \) and \( \mathcal{L}^\alpha(T_n) \).

• when \( y = \mathcal{L}^\alpha(t) \) for some \( t \) which is a continuous time for \( \mathcal{L}^\alpha \). Using the same argument as above, there exists \( (T_n, Z_n) \) such that \( T_n > t \) and \( \mathcal{L}^\alpha(T_n) - \mathcal{L}^\alpha(t) < |B^\alpha|/2 \). We then choose \( y^\alpha = \mathcal{L}^\alpha(T_n^-) \).

This proves the claim. \( \square \)

Observe that the previous Lemma holds almost surely, for every interval \( B^\alpha \), for all \( \alpha \), since the randomness is only located in the distribution of the Point Poisson process and the strictly increasing and càdlàg properties of the processes, which hold simultaneously almost surely.

Next Lemma establishes that the increment of the process in an interval \( I \) is approximately the same order as the size of the largest jump in \( I \), uniformly for all \( I \) and all the parameters.

**Lemma 14.** With probability one, there exists a non-decreasing function \( g : [0, 1] \to \mathbb{R}^+ \) with \( g(0) = 0 \), continuous at 0, such that the following holds. Let \( (T_m, Z_m) \) and \( (T_n, Z_n) \) (with \( T_m < T_n \)) be two couples of the point Poisson process. Let \( B^\alpha = [\mathcal{L}^\alpha(T_m), \mathcal{L}^\alpha(T_n^-)] \), \( B^\beta = [\mathcal{L}^\beta(T_m), \mathcal{L}^\beta(T_n^-)] \) and \( B^f = [\mathcal{L}^f(T_m), \mathcal{L}^f(T_n^-)] \). Then when \( B^\alpha = [\mathcal{L}^\alpha(T_m), \mathcal{L}^\alpha(T_n^-)] \) is small enough, one has

\[
|B^\alpha|^{1/\beta + g(|B^\alpha|)} \leq |B^\beta| \leq |B^\alpha|^{1/\beta - g(|B^\alpha|)}
\]

and

\[
|B^\alpha| \leq |B^f| \leq |B^\beta|.
\]

**Proof**

The three processes \( \mathcal{L}^\alpha \), \( \mathcal{L}^f \) and \( \mathcal{L}^\beta \) are almost surely pure jump processes with finite variations. One deduces that

\[
|B^\alpha| = \sum_{p \in \mathbb{N}; T_p \in [T_m, T_n]} Z_p^{1/\alpha},
\]

and the same holds true for \( |B^\beta| \) by replacing \( 1/\alpha \) by \( 1/\beta \). Similarly,

\[
|B^f| = \sum_{p \in \mathbb{N}; T_p \in [T_m, T_n]} Z_p^{1/f(T_p^-)}.
\]

Then (51) follows immediately since \( f \) is monotone and \( \alpha \leq f(t) \leq \beta \).

We write \( B = [T_m, T_n] \), and consider \( J \) the unique integer such that \( 2^{-(J+1)} < |T_n - T_m| \leq 2^{-J} \). We assume that \( J \) is so large that \( \varepsilon_J \leq (1/(1 - \varepsilon) - 1)/4 \leq (1/\alpha - 1)/4 \).

We now make use of Lemma 12.
Let \((T_N, Z_N)\) be the point Poisson process in the above sum \((52)\) with largest jump \(Z_N\). We write \(Z_N = 2^{-J_N}\). Then one decomposes \(|B^\alpha|\) into
\[
|B^\alpha| = Z_N^{1/\alpha} + \sum_{j \leq \bar{J}(1 + \eta_N), T_p \in B} Z_p^{1/\alpha} + \sum_{\tilde{J} > \bar{J}(1 + \eta_N), T_p \in B} Z_p^{1/\alpha}.
\]

Call \(S_1\) and \(S_2\) the two above sums.

Assume that \(J_N < J/3\).

Observe that since \(B\) strictly contains an interval of length \(2^{-j-1}\), the left inequality part (2) of Lemma 12 yields that \(J_N \leq (J + 1)(1 + \eta_{J+1})\).

Since \(B\) is contained in an interval of length \(2^{-J}\), one knows that all the jumps other than \((T_N, Z_N)\) appearing in formula \((53)\) are smaller than \(2^{-J/3}\). Hence, the right inequality in part (2) of Lemma 12 yields
\[
S_1 \leq 2^{J\varepsilon}2^{-J/\alpha}.
\]

Similarly, applying part (4) of Lemma 12, \(S_2\) is bounded by
\[
S_2 \leq \sum_{\tilde{j} \geq \bar{J}(1 + \eta_N)} 2^{\tilde{j}(1 + \varepsilon_{\tilde{j}})}2^{-\tilde{j} - \tilde{j}/\alpha} \leq 2^{\tilde{j}(1 + \varepsilon_{\tilde{j}} + \tilde{j} - 1 + \tilde{j}/\alpha)} - 1
\]
\[
\leq C_\varepsilon 2^{-\tilde{j}/\alpha}2^{J(\varepsilon_{\tilde{j}} + \eta_{J+1}(1 - 1/\alpha))},
\]
where \(C_\varepsilon := \frac{1}{2^{\varepsilon + \eta_{J+1}(1 - 1/\alpha)}}\). Recalling that \(J_N \leq J/3\), one gets
\[
|B^\alpha| \leq (Z_N)^{1/\alpha} + 2^{-J(1/\alpha + \varepsilon)} + C_\varepsilon 2^{-J(1/\alpha - \varepsilon - \varepsilon_{\tilde{j}} - J_N - 1 + 1/\alpha)}
\]
\[
\leq (Z_N)^{1/\alpha} + (Z_N)^{1/\alpha - \varepsilon_{J_N}/3} + (Z_N)^{3(1/\alpha - \varepsilon_{J_N} - \varepsilon_{J_N} - 1/(1 - \varepsilon))}.
\]

One concludes that
\[
(Z_N)^{1/\alpha} \leq |B^\alpha| \leq (Z_N)^{1/\alpha - \varepsilon_{J_N}},
\]
for some \(\varepsilon_{J_N}\) which depends only on \(\varepsilon_{J_N}\) and \(\eta_{J_N}\) (not on \(\alpha\)), is decreasing as a function of \(\varepsilon_{J_N}\) and \(\eta_{J_N}\), and which tends to zero when \(J_N\) tends to infinity.

In addition, the fact that \((Z_N)^{1/\alpha} \leq |B^\alpha|\) implies that \(J_N \geq -\alpha \log_2 |B^\alpha| \geq [\varepsilon \log_2 |B^\alpha|].\) Hence \(\varepsilon_{J_N} \leq g_1([-\varepsilon \log_2 |B^\alpha|]),\) where \(g_1(r) = \varepsilon_{\lfloor -\varepsilon \log_2 r \rfloor}\). One can write finally
\[
(Z_N)^{1/\alpha} \leq |B^\alpha| \leq (Z_N)^{1/\alpha - g_1(|B^\alpha|)}.
\]

By construction, this mapping \(g_1\) is non decreasing with \(r\), and tends to 0 when \(r\) tends to 0.

Observe that since \(\varepsilon_{J_N}\) is small (uniformly in \(\alpha\)), one also has
\[
(Z_N)^{1/\alpha} \leq |B^\alpha| \leq (Z_N)^{1/(2\alpha)}.
\]

Assume now that \(J_N \geq J/3\).

All the jumps other than \((T_N, Z_N)\) involved in formula \((53)\) are smaller than \(2^{-J_N/\alpha}\). Hence, part (2) of Lemma 12 yields
\[
S_1 \leq 2^{J\varepsilon}2^{-J/\alpha} \leq 2^{-J_N(1/\alpha - 3\varepsilon_{J_N})}.
\]
The sum $S_2$ is still bounded by above by (54) with $J$ replaced by $3J_N$. One deduces that

$$|B^\alpha| \leq (Z_N)^{1/\alpha} + (Z_N)^{1/(\alpha - 3\varepsilon J_N)} + (Z_N)^{3(1/\alpha - \varepsilon J_N n J_N (1 + \varepsilon J_N - 1/(1 - \varepsilon)))}.$$ 

One concludes that $|B^\alpha| \leq (Z_N)^{1/\alpha - \varepsilon J_N}$ for some $\varepsilon J_N$ which depends only on $J_N$ (not on $\alpha$), and which tends to zero when $J_N$ tends to infinity. For the same reasons as above, equation (55) holds true.

Using that (55) holds true with $\beta$ instead of $\alpha$ (but with the same mapping $\tilde{\varepsilon}$), one sees that

$$|B^\beta| \leq (Z_N)^{1/\beta - g_1(|B^\beta|)} \leq |B^\alpha|^{\alpha/\beta - \alpha g_1(|B^\beta|)}.$$ 

In addition, using (56) with $\beta$ instead of $\alpha$, one has $|B^\beta| \leq (Z_N)^{1/2\beta} \leq |B^\alpha|^{\alpha/2\beta}$. We deduce that $\alpha g_1(|B^\beta|) \leq (1 - \varepsilon) g_1(|B^\alpha|^{\alpha/(2\beta)}) := g_2(|B^\alpha|)$, hence

$$|B^\beta| \leq |B^\alpha|^{\alpha/\beta - (1 - \varepsilon)g_2(|B^\alpha|)}.$$ 

Similarly, recalling that $|B^\alpha|$ and $|B^\beta|$ are small quantities,

$$|B^\beta| \geq (Z_N)^{1/\beta} \geq |B^\alpha|^{\beta(1/\alpha - g_1(|B^\alpha|))} \geq |B^\alpha|^{\beta + \beta g_1(|B^\alpha|)} \geq |B^\alpha|^{\beta + \beta g(|B^\alpha|)}.$$ 

where $g_3(r) = 2(1 - \varepsilon)\tilde{\varepsilon}(r)$. Finally, (57) and (58) gives the result, with $g(r) = \max(g_2(r), g_3(r))$. \hfill \Box

Observe that one can also write

$$|B^\alpha|^{\alpha/\beta + \tilde{\gamma}(|B^\beta|)} \leq |B^\beta| \leq |B^\alpha|^{\alpha/\beta - \tilde{\gamma}(|B^\beta|)}$$

for some mapping $\tilde{\gamma}$ which enjoys the same properties as $g$.

One can now prove Theorem 8.

The following holds almost surely, since it depends only on Lemmas 13 and 14.

Let us denote by $d_\alpha = \dim_E E^\alpha$, $d_\beta = \dim_E E^\beta$, $d_f = \dim_E E^f$.

Let $s > d_\alpha \beta/\alpha$, and let $\bar{s} = s\alpha/\beta - (s\alpha/\beta - d_\alpha)/2$. One has $d_\alpha < \bar{s} < s\alpha/\beta$.

By definition of $d_\alpha$, there exists $\eta > 0$ such that $\mathcal{H}_{\eta/2}(E^\alpha) \leq 4^{-s}$. Hence, for some $\eta/2$-covering $\mathcal{R}^\alpha$ of $E^\alpha$, one has

$$\sum_{B^\alpha \in \mathcal{R}^\alpha} |\tilde{B}^\alpha|^\bar{s} \leq 2^{-s}.$$ 

First, using 13, by slightly modifying the intervals $\tilde{B}^\alpha \in \tilde{\mathcal{R}}^\alpha$, one can replace these intervals with intervals of the form $B^\alpha = \mathcal{L}^\alpha([T_m, T_n])$ (plus at most a countable number of singletons), satisfying $|B^\alpha| \leq 2|\tilde{B}^\alpha|$, whose union is still covering $E^\alpha$. 


Hence, the initial \( \eta/2 \)-covering \( \tilde{R}^\alpha \) can be replaced by an \( \eta \)-covering \( R^\alpha \), such that one has
\[
\sum_{B^\alpha \in R^\alpha} |B^\alpha|^{\tilde{t}} \leq 1.
\]

Let us choose \( \eta \) so small that \( g(\eta^\alpha/\beta - g(\eta)) < \frac{s\alpha/\beta - d_\alpha}{2\eta} \).
Each ball \( B^\alpha \) is written \( L^\alpha(B) \), where \( B = [T_m, T_n] \). As above, we write \( B^\beta = L^\beta(B) \) and \( B^f = L^f(B) \), and (50) and (51) hold true.

Since the balls \( (B^\alpha) \) form an \( \eta \)-covering of \( E^\alpha \), the balls \( (B^\beta) \) form a \( \tilde{\eta} := \eta^{\alpha/\beta - g(\eta)} \)-covering of \( E^\beta \), and the balls \( (B^f) \) also form a \( \tilde{\eta} \)-covering of \( E^f \). We denote by \( R^\beta \) and \( R^f \) these two coverings. One has
\[
\sum_{B^f \in R^f} |B^f|^s \leq \sum_{B^\beta \in R^\beta} |B^\beta|^s \leq \sum_{B^\alpha \in R^\alpha} |B^\alpha|^{s(\alpha/\beta - g(|B^\alpha|))}
\leq \sum_{B^\alpha \in R^\alpha} |B^\alpha|^{s\alpha/\beta - (\alpha/\beta - d_\alpha)/2} = \sum_{B^\alpha \in R^\alpha} |B^\alpha|^{\tilde{t}} \leq 1.
\]

Since \( R^\beta \) is an \( \tilde{\eta} \)-covering of \( E^\beta \), the \( s \)-pre-Hausdorff measure of \( E^\beta \), \( \mathcal{H}^s_{\tilde{\eta}}(E^\beta) \) is less than 1. The same holds for \( \mathcal{H}^s_{\tilde{\eta}}(E^f) \). This remains true for any sufficiently small \( \tilde{\eta} > 0 \), we conclude that both \( \mathcal{H}^s(E^f) \) and \( \mathcal{H}^s(E^\beta) \) less than 1, hence \( d_f \) and \( d_\beta \) are smaller than \( s \). Since this holds for any \( s > d_\alpha, \beta/\alpha \), one gets that \( \max(d_f, d_\beta) \leq d_\alpha \beta/\alpha \).

Next, starting with a \( \eta \)-covering of \( E^f \) by balls \( B^f \), one associates with every ball \( B^f = L^f([T_m, T_n]) \) the ball \( B^\beta = L^\beta([T_m, T_n]) \), the same lines of computation (simply using that \( |B^f| \leq |B^\beta| \)) yields that \( d_f \leq d_\beta \).

The same argument shows that \( d_\alpha \leq d_f \).

It remains us to prove the last inequality \( d_\alpha \leq d_\beta \alpha/\beta \). The proof follows exactly the same lines, we write it without details.

Let \( s > d_\beta \alpha/\beta \), and let \( \tilde{s} = s\beta/\alpha - (s\beta/\alpha - d_\beta)/2 \). One has \( d_\beta < \tilde{s} < s \beta/\alpha \).

There exists an \( \eta \)-covering \( R^\beta \) of \( E^\beta \) by intervals of the form \( B^\beta = L^\beta([T_m, T_n]) \), such that
\[
\sum_{B^\beta \in R^\beta} |B^\beta|^{\tilde{t}} \leq 1.
\]

One considers the associated intervals \( (B^\alpha) \) and \( (B^f) \), and the natural coverings \( R^\alpha \) and \( R^f \) of \( E^\alpha \) and \( E^f \) provided by these intervals.

Let \( \eta \) be so small that \( \tilde{g}(|B^\beta|) \leq \bar{g}(|B^\alpha|) < \frac{s-d_\alpha \alpha/\beta}{4s} \), where \( \bar{g} \) is given by (59). One has
\[
\sum_{B^\alpha \in R^\alpha} |B^\alpha|^s \leq \sum_{B^\beta \in R^\beta} |B^\beta|^{s(\alpha/\beta + \tilde{g}(|B^\beta|))} \leq \sum_{B^\beta \in R^\beta} |B^\beta|^{s\beta/\alpha - 2\tilde{s} \bar{g}(|B^\beta|) \beta/\alpha}
\leq \sum_{B^\beta \in R^\beta} |B^\beta|^{s\beta/\alpha - (s\beta/\alpha - d_\beta)/2} = \sum_{B^\beta \in R^\beta} |B^\alpha|^{\tilde{t}} \leq 1.
\]
This holds true for any $\eta > 0$ small enough, so that $H^\alpha(E^\alpha) < +\infty$, hence $d_\alpha \leq s$. Since this holds true for any $s > d_\beta \alpha/\beta$, one gets that $d_\alpha \leq d_\beta \alpha/\beta$.

One concludes that $d_\alpha \leq d_f \leq d_\beta = d_\alpha \beta/\alpha$.

**Remark 8.** It is certainly possible to short-cut the end of the proof, since one knows that $\alpha$ being fixed, almost surely, for every set $E \subset [0, 1]$, $\dim_H L^{\alpha}(E) = \alpha \dim_H(E)$.

But since we consider all $\alpha$’s, it was easier to prove all inequalities at once.
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